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KEYNOTE ADDRESS

Mr. James E. Colvard
Naval Material Command
Washington, D.C.

I am pleased to speak to the 51st annual Shock and
Vibration Symposium. I spent some time thinking about
what would be appropriate remarks to make to a group like
this, particularly a group that has been meeting for so long.
And when | considered the nature of this symposium, I con-
cluded that there were so many more expert people here than
I'in this subject area that I ought to be careful to stick to
things that I understand. This so severely limited me that 1
almost asked to be excused from the assignment.

But then I thought a while and concluded that scientists
and engineers by their very nature are rational, realistic,
linear thinkers and they view the world as rational, realistic
and amenable to linear solutions of problems. As a manager
in Washington, I deal in a non-linear-probabilistic, irrational
world. Therefore, if I talk about that, you’ll be just as
snowed and just as confused as I am when | listen to your
esoteric, in-depth presentations on the subtle nuances of a
physical world of shock and vibration, So I asked myself
what do these two worlds have in common. Why is the linear
world, the rational world of the scientist and engineer relevant
to the irrational, non-linear world of war, politics, system
acquisition, or the process of taking technology to the battle
zone to accomplish political objectives? I concluded that in
the modern day processes of war, the tools of war are so
driven by and dependent on science and technology that it
is impossible to separate the scientist and the warrior and the
institutional processes by which we acquire those weapons
of war. Since they are so intricate and complex and it is im-
possible to separate the scientist, the warrior and the politi-
cian, it is proper that we try to understand each others
worlds.

It is exceptionally important that symposia such as this
that communicate across service lines the knowledge of some-
thing so fundamental to war as shock and vibration be peri-
odically held. Whether or not we've needed 51 of them in the
last number of years I don’t know. Maybe we’ve needed 151.
Maybe we needed only one, but they are a part of the process
of tying the complex system together. A lot of useful infor-
mation is produced by technically sophisticated people in the
very important science of shock and vibration. The sharing of
this information is critical, otherwise we are repeating past
mistakes or replicating past successes. It is unnecessary to do
this. The center that Mr. Pusey runs at NRL for the dissem-
ination of information produces cross-talk between services,
even between nations, that use this organization that is
representative of what you are all about. So if it takes San

Y‘f‘f\"

Diego and good weather to bring you together, then that is
what we ought to do.

Speaking of complexity and sophistication, we in this
country havelong felt that we offset the numerical superiority
of our potential enemies with the advanced, sophisticated
technology that we were using in developing our weapons.
The technological edge was our hedge against numbers. That
is no longer as true as it was in the past. No one can precisely
determine the relative positions of potential adversaries in
the technology arena, but it is becoming more and more
obvious that we no longer have the clear technological lead
we've depended on in the past.

There is a challenge for all of us as scientists, and in
spite of my remarks about being a politician working in a
non-linear world, I started out in this business as a physicist
at the Naval Weapons Center in China Lake, California. So,
while I am not a brilliant, practicing scientist as many of you
are, I do understand the point of view of the scientist. You as
scientists have a tremendous challenge for the future, a
challenge of dealing with a potential adversary that is now as
technically sophisticated as we are. The standards of technical
and professional excellence that you as scientists establish
and maintain through your professional interaction both as
practicing scientists in your day-to-day business and your
interaction through symposia such as this must be of the
highest caliber.

Over the past 15 to 20 years, we have perhaps lost sight
of the need for professional excellence. We have succumbed
to the manager’s world. We as scientists have made the process
its own purpose. The length of time it takes us to acquire
weapons, the complexity of the weapons we acquire, the lack
of understanding that not only does nature love simplicity, so
does the warrior who has to use our weapons. Thus, we have
drifted into the thought that acquisition is an end in itself
rather than clearly understanding that the ultimate objective
is the waging of a war and that we must bend science to that
objective. That perhaps has been lost to a high degree in the
last 20 years.

We've also entered an era in which we have a wholly-
owned defense industry. Historically, we used to convert
from peacetime production of automobiles and washing
machines into wartime production—airplanes, tanks and
guns. And then when the wars were over, go back about our
peacetime business. That is no longer true. We now have
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major industries that have one customer, the Department

of Defense, who depend on our business and whose futures
depend oa continuing to produce the tools of war whether
they be good or bad, or whether we need them or not.
Nothing is wrong with this. In fact, the time of future war
may be so short that we don’t have the luxuries of converting
a peacetime operation to a wartime operation. And in the
past wars, we have tended to win them not only by techno-
logical superiority, but we could out-produce them. Our in-
dustrial base was a great source of our strength. That industrial
base continues to be a great source of our strength, but the
character of it has changed, and we have to understand that.
The nature of our business has changed, and we as scientists
in the government have an obligation now greater than ever
to maintain a clear understanding and control of our technical
destiny. We must see that the single customer defense industry
produces what we truly need. We must not only avoid the
technological surprise, we must provide to the Department of
Defense the technological options that will allow us to meet
the sophisticated threat.

We must maintain the understanding of that process in a
Democratic society that must in fact use all of its institutions.
It must depend on industry for its capacity, but we must

never lose the internal capability in people such as you who
continue to refine our understanding of the elements of war,
however mundane or esoteric they may be. Nothing could be
more fundamental to the element of war than shock and
vibration. It is you who continue to refine that knowledge,
continue to strive for excellence that will be the key to our
national future. But just as you continue to maintain your
technical excellence and refine our understanding of physical
phenomenon and the tools of war, you must also strive to
understand the legitimacy of a very slow, frustrating demon-
cratic process which we go about to bring this understanding
of the technical world into reality of the weapons we neea
to provide for our common defense. Along with the other
services, I am convinced that the Navy is critical to our
future as an international power. I, personally, am very
dedicated to it. I think you serve in this kind of a function
for some of the same kind of motivations. So, I applaud your
past performance and I commend you to your future task.
Continue the excellence of your contribution, the continuity
of your cause. Maintain the standards of professional excel-
lence that have characterized your symposia in the past and
extend it into the future. I appreciate being invited here
today to participate in your 51st symposium on shock and
vibration. I wish you success.
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INVITED PAPERS

AN APPROACH TO THE LIMITATION AND CONTROL OF SHIPBOARD VIBRATION

Edward F. Noonan
NKF Engineering Associates, Inc., Vienna, Va.

INTRODUCTION AND BACKGROUND

Vibration aboard ship has been a problem since the
introduction of mechanical propulsion systems. Prior to 1940
however, the understanding of the problems encountered was
extremely limited, and with few exceptions, the solutions
to such problems were obtained, if indeed they were, by
tria) and error approaches. In the commercial area structural
resonances, balancing of rotating equipment and low fre-
quency isolation systems were understood and utilized while
torsional vibration of reciprocating drive systems were being
studied. Hull vibration could be related to dynamic or hydro-
dynamic unbalance and propeller blade frequencies could be
related to hydrodynamic flow and the proximimity of hull
and appendages to the propeller disc. The average commercial
ship had a single screw, less than 15,000 SHP, low RPM’s and
significant structural damping provided by riveted construc-
tion in many cases. Larger powered ships were usually pas-
senger ships which had the advantage of multiple screws
which permitted the propellers to operate in more open
water conditions which was condusive to more even flow into
the propeller disc area. Thus the seriousness of the problem
was not really noted until the large shipbuilding program
precipitated by the second world war.

The basic vibration instrument in use, prior to World
War 11 was the Geiger, a seismic, mechanical unit, which was
primarily useful in the study of torsional vibration in propul-
sion systems but which could also be rigged as a seismograph
in the study of hull vibration. Hydrodynamic theory related
to propeller forces had not been developed to a point of
practical application and computers were identified as slide
rules or desk calculators. Vibration specifications, if any,
might say, “a good dynamic balance is required”’, or ‘“‘the
ship should be free of excessive vibration.” Thus we could
readily recognize that shipbuilding was considered an art,
at that time.

In 1940 the Navy was not much further along. Most of
our ships had been built in World War I or earlier. Battleships
generally had reciprocating steam engines and multiple screws
of modest powers, destroyers and cruisers were higher speed
ships but again were multiple-screw ships of modest powers
and with more careful study of the lines to obtain a good
flow condition to the propeller, conducted at the Washington
Navy Yard Experimental Model Basin, acceptable vibration
characteristics could be obtained. At the New York Navy
Yard, which had previously built submarine diesels, consider-
able contributions were made in the area of torsional vibra-
tions. In passing, we should acknowledge the contributions
of McGoldrick at the Experimental Model Basin, and
Dashefsky at the New York Navy Yard.
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World War II marked a series of rapid changes. The
Navy opened the new Model basin facility at Carderock, Md.,
now known as the David Taylor Naval Research and Develop-
ment Center, put the North Carolina class battleships and
Midway class carriers to sea, both of which started with
serious hull vibration and/or longitudinal vibration of the
propulsion systems, Torsional vibration problems wreaked
havoc in the reduction gears of destroyers and crankshafts,
and couplings of diesel drives, periscope vibrations limited
the submerged speed of submarines and many propeller shafts
were lost to corrosion fatigue, while environmental vibration
precipitated serious problems in maintaining basic electronic
equipment operational. With the demand for all types of
ships, the Navy was forced to obtain engines, from recipro-
cating steam and diesel to steam turbine, from whatever
sources were available and tried to match them with pro-
pellers and shafts in all types of vessels, wooden as well as
steel. With this situation, we encountered a myriad of vibra-
tion problems and vibration engineering in the Navy became
a continuous road-trip of problem solving.

It was shortly thereafter, that Admiral Mills returned
from a trip to England with the story of the vulnerability of
the British ships to underwater explosions. Shock resistance
was identified as a vital consideration in combatant ship
design, cast iron was eliminated, wherever possible and,
shock mountings were attached to all sensitive equipment.
Shock and vibration research groups were developed in the
various Naval Laboratories, most of which are still working in
these vital areas but with budgets which fluctuate with the

defense effort and frequently seriously limit the required prog-

ress, particularly in the vibration area.

During the latter war vears, 1944 thru 1946 I served in
the Naval Engineering Division of the U.S. Coast Guard and
continued efforts in solving a number of serious vibration
problems which had plagued the service since the early war
years, and attempted to eliminate problems in new designs.
In 1946 I returned to the Navy, Bu. Ships, in charge of
Vibration Research and together with Russ Oliver, who acted
in a similar capacity on the Shock Desk, participated in the
development of the required R&D effort aimed at the con-
solidation of the gains made during the war and in planning
for the future. At this point, accelerated by the introduction
f the atomic bomb into our arsenal, the Shock and Vibra-
tion Symposium was formed, under the direction of Dr. Klein
of NRL. The year was 1947.

The history of the Shock and Vibration Symposium has
been well documented since its inception in 1947. Thru the
years, starting with the shock tests carried out in the Pacific
and heavily supported by atomic energy funds, the most
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exciting and main thrust of research has been in the shock
area. For this, the 51st meeting of the Shock & Vibration
Symposium, I would like to bring you up to date on where
we stand in the area of Shipboard Vibration, and leave some
food for theught on how we might proceed from here on
what remains to be the most serious shipboard vibration
problem, that of the “Limitation and Control of Shipboard
Vibration™.

EARLY POST WORLD WAR II EFFORTS

Shortly after World War 11 steps were introduced to
consolidate our technological gains in an effort to reduce the
emergency calls whenever something aboard ship vibrated
and to provide the basis for the prevention of a repetition of
previous mistakes. These efforts were designed to provide
practical fleet assistance while more fundamental studies
were carried out in the laboratory. Some were necessarily
applicable to problems of limited scope and generally related
to specific designs. Others represented more general applica-
tion and provided significant contributions to the advance-
ment of the subject of ship vibration. Particularly in the lat-
ter case, ship vibration research in the U.S. was, almost
exclusively, sponsored by the Navy, A few of the more signif-
icant accomplishments are noted, as follows:

1 — The DDG92 Class Destroyers were a constant
problem, were many in number, and required
frequent investigations. Detailed studies were
carried out on the Charles R. Ware. Based on
these studies and the limited studies conducted
on a number of sisterships, a letter report, out-
lining corrective action was issued by Bu ships in
1949. A formal report on the subject was pub-
lished by DTMB in 1950 [1].

2 — The incidence of propeller shaft failures during
and immediately after World War II necessitated
both theoretical studies, a number of full scale
investigations and metallurgical investigations.
Most of the failures were experienced on com-
mercial ship types but obviously was of impor-
tance to the Navy. A number of studies were
carried out on commercial ship types, some of
which were in Navy service: The theoretical study
of Jasper and Rupp [ 2] was published in 1952,
The studies sponsored by SNAME formed the
basis for shaft design modifications (3], 1961.
A summary technical report on the subject was
published by SNAME in 1966 [4].

3 — U.S. Navy Training Film, “Shipboard Vibrations”,
No. MN-9180-A-D, was distributed in 1952, This
four-reel film, issued in the early nineteen fitties,
was developed for designers, builders and opera-
tors and provided an overview of the total ship
vibration problem, as it was understood at that
time, from fundamentals to the practical solu-
tion of some of the more common local problems
encountered aboard ship

4 — MIL-8TD-167 (Ships) 1954 *“Mechanical Vibra-
tions of Shipboard Equipment.” This standard

)
"W

has been updated several times, most recently
in 1974, and includes:

Typel — Environmental

Type I — Internally Excited
Type III — Torsional Vibration
Type IV — Longitudinal Vibration
Type V — Lateral Vibration

In this document the most significant gains have
been achieved in these specific, although limited
problem areas.

Typel — Under Environmental Vibration,
qualification testing of shipboard
equipment has been firmly established,
and the need is currently under con-
sideration by the International Organi-
zation for Standardization for possible
use on commercial vessels. This speci-
fication has been very effective in
the development of equipment and
weapon systems which must function
in the active vibration environment
existing aboard ship. Most problems
still encountered in this area stem
from the omission or improper use of
the specification. A background paper
on the development and use of this

specification was given at the 23rd
S&V Symposium [5].

Type II — Internally Excited Vibration has
greatly improved the performance of
rotating machinery by eliminating the
phrase “A good dynamic balance is
required” and substituting an allowable
residual unbalance, along with accept-
able vibration tolerances of the
machine. This specification was
developed from detailed studies and
experimentation to determine practical
standards. The application of these
standards has contributed to the im-
provement of the achievable quality
of equipment so that commercially
available equipment now exceeds the
performance originally obtained at
premium prices by the Navy. Tighten-
ing the specifications was therefore
possible and is reflected in the current
version of MIL-STD-167.

Type III — The Torsional Vibration requirements
were originally generated from investi-
gations carried out by the S.A.E, War
Engineering Board Torsional Vibration
Committee and crankshaft fatigue
studies conducted by the Material
Laboratory of the New York Naval
Shipyard. This specification is widely
used, in both commercial and Naval
applications and has contributed
much to the control of problems in
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this avea. As is always the case how-
ever, new designs are frequently en-
countered which require special
considerations and strongly suggest
the need for amendments to the
present requirements.

Type IV — The Longitudinal Vibration require-
ments, originally established to in-
sure the problem was not overlooked
in the design phase, simply prohibited
the presence of critical frequencies in
the operating speed range. Designs
were generated however, such as the
propulsion system of the first nuclear
powered submarine, the U.S.S. Nauti-
lus, which did have an acceptable
critical in the operating speed range.
Based on this case and other studies,
it was necessary to update this speci-
fication and identify what the de-
tailed requirements should be. These
changes were introduced in 1969.

At this time, primarily based on recent
data on commercial ship installation,
in which the revised criteria had been
invoked, further modifications are
anticipated.

Type V — The Lateral Vibration requirements
relate to propulsion shafting. It re-
quires that detailed analyses be carried
out to insure no criticals exist within
the operating speed range. At this
point in time we know further clariti-
cation is required to determine the
critical frequencies we are concerned
with, the allowable response and ac-
ceptable methods of analyses. Thus,
although we have omitted the occur-
rence of some potentially serious
problems, we can recognize the neces-
sity of further amplification of the
specification to cover new designs.

5 — “A Guide for the Selection and Application of

Resilient Mountings to Shipboard Equipment” [6]
was also published in 1954 to minimize the mis-
application of resilient mountings. At that point
in time, the rush to improve the shock resistance
of sensitive equipment frequently resulted in
serious vibration problems.

6 — In 1955 Ruseo of the Maritime Administration,

and McGoldrick of DTMB published the results of
their studies on the 8.8. Gopher Mariner [ 7].
These full scale studies identified weaknesses in
calculations then available for the prediction of
hull response and contributed significantly to the
development of future programs. A number of
related papers of note were also published by
McGoldrick [8], [9], Leibowitz and Kennard
[10), while a book on the subject of Ship Hull
Vibration was published by Todd [11].

7 — In the development of the Polaris Missile we en-
countered a direct challenge for the application
of the available technology to the development of
the delicate structure of an ICBM in a submarine
environment which included shock and vibration
to the same degree as other submarine equipment.
Results of this development program were pub-
lished in 1958 [ 12]. This case introduced the no-
tion that flexibility must be maintained to treat
special cases in a special manney, and not be too
rigid in following old specifications.

8 —~ Following the development of the shock miti-
gation system for the Polaris submarines and the
recognition that the present day nuclear-powered
submarines, as true submersibles, generate a sig-
nificantly different vibration environment than
their predecessors, a study on submarine vibra-
tion environment was presented at the 31st
Shock and Vibration Symposium in 1962, at
Phoenix, Arizona [ 13]. The purpose of this
study was to review the major submarine ad-
vances and their influences on the vibration
environment.

9 — It has been established that vibration and noise
aboard ship will generally cause physical annoy-
ance to the crew before it adversely affects the
ship structure, machinery or other equipment.
Thus vibration and noise guidelines are based
primarily on human reactions. In this area Buch-
mann developed a “Criteria for Human Reaction
to Environmental Vibration in Naval Ships” in
1962[14].

10 — The First International Ship Structures Congress
met in Glasgow, Scotland, in 1961. A technical
committee on Ship Vibration was established for
the Second Congress in 1964 at which the on-
going research work in the U.S.A. was presented
[ 15). This effort primarily covered work spon-
sored by the Navy and by the Society of Naval
Architects and Marine Engineers. It is only fair to
say that the principal effort of the Navy was, at
that time, still trouble shooting and the research
effort was fragmentary in nature and extremely
limited. The effort sponsored by SN.AM.E. at
that time was extremely small and was largely
concerned with how to measure and evaluate
shipboard vibration. It did however, result in the
development of the first instrumentation package
for the Maritime Administration in 1965.

THE FIRST CONFERENCE ON SHIP VIBRATION

By 1965 it became evident that the need existed for
developing methods of improving design procedures which
would permit the development of ships, machinery systems

and weapon systems, which are free from damaging vibration.

To do this it was considered necessary to close the [arge tech-
nical gap which existed between the designed and the vibra-
tion research investigator.
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s: The First Conference on Ship Vibration was jointly 1. A set of design objectives or specifications. %

1, sponsored by the Acoustics and Vibration Laboratory of the o

David Taylor Model Basin and the Davidson Laboratory of 2. An analytical procedure which includes -

" the Stevens Institute of Technology in January, 1965. The ¢
N\ Conference was held at Stevens, Hoboken, N.J. The theme of (a) A suitable math model of the mass-elastic sys- ;

¢ the Conference was primarily a review of the “State-of-the tem under consideration 3

[y Art,” with the end objective of establishing an approach to k‘

W ‘ the design problem. The Proceedings of the First Conference (b) Input or forcing functions determined by theo- :I‘

I on Ship Vibration was published by DTMB, in Aug. 1965 retical analyses, model testing or a combination o

[\t [16]. of both

3

M The program for this Conference was divided into two (c) Appropriate damping coefficients

¥y subjects, each occupying a full day. The first day was devoted

Y to “Vibratory Forces and Moments from Hydrodynamic (d) Empirical factors to bridge missing functions, to o
y Theory and Model Experiments.” The second day was de- efficiently simplify the analyses or to compen- 4

N\ voted to the “Vibratory Response Characteristics of Ships.” sate for weaknesses in, or missing aspects of the &

[ Based on the available data, experience obtained in trouble theory. h

shooting over the previous twenty-five years and an under- »

I standing of the needs of the shipbuilder, an effort was made 3. Full scale test and evaluation program to -

¥ : to develop an approach, useful in the preliminary design w3

, phase, which would permit a reasonable prediction of the (a) Confirm the adequacy of the results, and o

A\t anticipated vibration characteristics of the hull and main .':,

‘ machinery system. A more refined analysis would of course (b) Obtair technical data to permit continued de- .

3 be required as part of the detailed development of the hull velopment of the procedure and improvement of ’

- and machinery plant. empirical factors. 53
- The program division of the First Conference on Ship In the application of this approach, the total ship :’.
> Vibration into Hydrodynamics and Vibratory Response re- system may be conveniently divided into the following ’
¢ flects the technical division which existed, and generally con- parts: ‘2
+ tinues to exist in the treatment of shipboard vibration Ky
‘; problems. The Hydrodynamicists represent the field of Naval Part I — Vibration of Hull Girder—The most funda- 2

Architecture while the analysis and treatment of the problem mental requirement pertains to the response .

- of ship vibration is generally assumed by the Marine Engineer. of the hull girder. The adequa.y of the design, 1

This division reflects the assumption that vibration problems principally the stern configuration and the
are the unfortunate result of structural or mechanical reso- propeller design, which control the forces "
nances and the correction or cure to be the responsibility of generated, and the response of the hull girder s
» the engineer. It was then, and generally is true today, that the to these forces are reflected in the vibration ":i
Naval Architect established the exciting forces and the Engi- characteristics of the hull. These character- )
™ neer attempted to design the mechanical system to live with istics provide the base from which the re-
these forces. Thus, the basic approach outlined in this presen- sponse of major substructures, local struc- R

. tation follows the traditional procedure of applying the pro- tures and supporting systems for equipment t

b~ peller forces predicted, to the preliminary design analysis. may be judged. o
. Details of this approach will be given in the “Design of Naval 5
. Surface Ships,” in preparation by NKF for NAVSEA. Part II — Vibration of Major Substructures—The re- !

. sponse of major substructures reflect the N |
» dynamic behavior of those structural com- "
THE PRELIMINARY DESIGN APPROACH ponents when subjected to the motions of
the basic hull girder at the points of attach- N ‘
. Since any mechanical system, subjected to periodic ment to the hull girder. As a minimum, the i
X forces, may exhibit unsatisfactory vibration characteristics vibration amplitudes and frequencies will f-"

Ly during normal operation, a dynamic analysis is highly recom- correspond to those of the hull girder at the {

" mended as an aid in preventing dangerous or damaging vibra- point of attachment. Some amplitude magni- 2:
‘ tion, while the system is still in the design stage. A large ship fication may generally be expected as a result
o includes many such systems, the response of which in turn of flexibility and/or resonances present in g

: provides the inputs to many sub-systems. Therefore, any these substructures. Examples of major sub- %
8 attempt to control or minimize the effect of large vibratory structures will include deck-houses, uptakes, I8
‘.. forces on the performance of such a large and complex masts, machinery platforms, decks, bulk- v‘:'_
W system, such as a naval ship, requires particular attention to heads, etc. .
[\ the problem of vibration, while the ship is still in the design ~
: stage. Part IIl — Vibration of Local Structural Elements— _;:
1 The vibration of panels, plates or minor
of A rational design approach to the evaluation of the vi- structural members are evaluated in terms of

bration characteristics of a ship would include the following the vibration of the main structural members o,

. elements: to which they are attached. The reference .
%, .
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could, therefore, be the main hull girder at
that point or a major substructure.

Part IV — Vibration of Shipboard Equipment—Equip-
ment should be designed to meet the environ-
mental requirements established for shipboard
use. Balancing and vibration tolerances for
rotating machines should meet the require-
ments of MIL-STD-167 [5]. Installation de-
tails, including the choice of mountings, if
used, should be checked to see that the equip-
ment vibration, as installed, does not exceed
that for which the equipment is designed, and
in the case of self-excited equipment, the sup-
porting structure should be such as to prevent
the generation of excessive vibration or noise
from a habitability point of view.

Part V — Vibration of Main Propulsion Systems—Main
engines, shafts and propellers are designed for
structural adequacy under the conditions
stipulated in the procurement specifications.
Vibration characteristics of the propulsion
system must be controlled to avoid the pres-
ence of damaging vibration within the system
and with the generation of severe vibration of
the hull. Potential problems include dynamic
unbalance of components, lateral, torsional
and longitudinal vibration of the propulsion
system, which can be controlled by the
application of the requirements of MIL-STD-
167 [ 5], and the generation of hull structural
resonances when stimulated by propeller
forces or shaft and engine frequencies.

During the preliminary design phase, the Vibration of
the Hull Girder, Part I, and the Vibration of the Main Pro-
pulsion System, Part V, directly effect each other. There-
fore, the principal purpose of the study is to determine the
anticipated vibratory characteristics of the hull girder and the
main propulsion machinery system of the proposed design
and to provide a detailed evaluation of the influence of the
various parameters which affect these characteristics. The
scope of the study should include an estimate of propeller
exciting forces, an estimate of the principal hull criticals
of vertical, athwartship and torsional modes of vibration and
a prediction of the response and the importance of the vari-
ous modes of vibration, relative to the acceptance criteria
or design specifications. A detailed evaluation of the lateral,
torsional and longitudinal vibration characteristics of the pro-
pulsion system should also be provided, together with suit-
able recommendations for the optimization of the hull and
machinery system parameters to minimize the estimated
vibratory response.

Since many of the calculations performed in the pre-
liminary design phase, may be based on assumptions and
estimates, detailed design studies will be required in the de-
tailed design phase, to confirm the eatlier predictions, to pro-
vide a basis for the test and evaluation studies and to permit
continued improvement of design procedures. Also during
the detailed design phase, when the necessary information is
available, the Vibration of Major Substructure, Part 11, and

the Vibration of Local Structural Elements, Part III, can be
more effectively evaluated.

EXPERIENCE WITH THE APPROACH

Shortly after the First Conference on Ship Vibration of
1965, NKF had the opportunity to carry-out a preliminary
Hull and Machinery Vibration Analysis for the Fast Deploy-
ment Logistic Ship Project (FDL) designed by Litton, in
which the approach outlined was employed. This work was
done in 1966, and although the ship was never built, the
study did demonstrate the practicality of the approach [17].

A second study was conducted for the U.S. Coast Guard
on the New Design Polar Icebreaker, in 1967 (18]. This
study indicated the feasibility of improving the flow charac-
teristics at the propeller and resulted in the conduct of a
second study aimed at the optimization of the bossing con-
figuration [ 19]. Again, no opportunity to evaluate the pre-
dictions was possible since the design was changed to sig-
nificantly higher power and the studies were not repeated.
Details of the procedures employed were presented to the
New York Metropolitan Section of The Society of Naval
Architects and Marine Engineers, Feb. 17, 1970, and pub-
lished in Marine Technology of S.N.A.M.E., January 1971
[20].

About thie time (1970), a number of significant actions
took place which greatly influenced the course of events,
relative to the development of a suitable design procedure
directed toward the limitation and control of shipboard
vibration.

1 — NAVSEA issued the construction contract for the
SPRUANCE Class Destroyer (DD963), which in-
cluded specific design objectives of specifications,
relative to shiphoard vibration. (1970).

2 — El Paso Natural Gas Co. signed a contract for the
first 125,000 CM LNG Carrier with Chantiers De
France-Dunkerque. The ship was to have a single
screw, delivering 45,000 SHP, 25% greater than
any single-screw ship previously built. Hull vibra-
tion was considered a possible major problem area.
(1970). Specific vibration design criteria was estab-
lished for these ships in February 1971.

3 — Pressure Forces, generated by the propeller and
augmented by cavitation, were determined to be
potentially the most serious exciting forces [ 2]
and [ 22]. (1971)

4 - The International Standards Organization, Shock
and Vibration Committee, under its Sub-Commit-
tee 2, established a Working Group dealing with
Ship Vibration, ISO/TC108/SC2/WG2. (1971)

5 — Preliminary Vibration Design Analyses were carried
out for the DD963 [ 23] and the El Paso LNG Car-
rier { 24 ), during the initial design phases of these
ships and evaluated against the specific design cri-
teria. (1971)
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6 — A Ship Vibration Research Program was developed
by S.N.A.M.E. Panel HS-7 “Vibrations” in 1971,
and approved by the Hull Structure Committee of
S.N.AME. in 1972,

During the period 1971 thru 1975, NKF actively served
as Consultants to the technical staff and designers of Litton
Systems, Inc., and El Paso Natural Gas, Inc., and directed
their technical programs in the areas of Vibration and Air-
Borne Noise during the detailed design development of the
DD963 and the 125,000 CM LNG Carrier. In the case of the
DD963, model studies and hull design features influencing
vibration and noise were carried out by DTNSRDC and
Hydronautics, Inc. In the case of the F-D designed LNG Car-
rier, a development program, jointly sponsored by France-
Dunkerque and El Paso, was undertaken at the Netherlands
Ship Model Basin and the vibration characteristics of three
competitive designs were evaluated. The three stern config-
urations are shown in Figures 1, 2 and 3 and represent the
three models tested at NSMB:

Model 4141 — Modified Hogner — Figure 1
Model 4147 — Conventional — Figure 2
Model 4148 — Open Transom — Figure 3

Based on model performance and wake components as shown
in Figures 4, 5 and 6, the open transom design was selected as
the hull form which would produce minimum exciting forces.
This form was used for the F-D design.

At this point in time, only rough estimates could be
made of the hull-pressure forces. However, in both cases,
extra precautions were taken to minimize the influence of
cavitation on ship performance. In the case of the DD-963,
underwater noise had to be kept to a minimum and in the
case of the LNG Carrier, structural vibration associated with
the high power was the major concern.

Throughout the development phase of both ships, con-
siderable attention was given to design details to insure ade-
quate response characteristics of machinery systems and local
structures. Both ships were tested in 1975 with the DD-963
Vibration Trials Report being published in April 1975 [25],
while the El Paso PAUL KAYSER Vibration Trials Report
was published in November 1975 [ 26 ]. Results of these
trials were most gratifying in that the vibration target levels
were readily achieved. Results of these trials were included
in a paper dealing with “An Assessment of Current Shipboard
Vibration Technology” [ 27], prepared for the 1975 Ship
Structures Symposium.

Following the 1975 Ship Structures Symposium plans
were set in motion to hold a second ship vibration sympo-
sium, sponsored jointly by the interagency Ship Structure
Commiittee and the Hull Structure Committee of the Society
of Naval Architects and Marine Engineers. The Ship Vibra-
tion Symposium ‘78 was held in Arlington, Virginia, Oct. 16-
17, 1978, and brought together international representatives
of the maritime Community, including ship operators, build-
ers, designers, researchers and governmental and classifica-
tion bodies, who discussed all aspects of ship vibration, noise
and hull/machinery compatability problems. The eighteen
technical papers presented at the Ship Vibration Symposium
*78 were published by S.N.A.M.E. in Publication SY-8.
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Discussions to the papers are included in a second publication
SY-8A, while a report on the Symposium [ 28] represents a
post-mortem which summarizes the key conclusions and out-
lines recommendations for future research work.

In a more recent study on the “Limitation on the Maxi-
mum Power of Single Screw Ships™ [ 29), we find vibration
to be a major factor in limiting the maximum power to ap-
proximately 65,000 SHP. Based on the major problem areas
identified and the anomolies referred to in the limited studies
conducted to date, the research requirements necessary to
obtain the higher single-screw power requirements necessitate
the confirmation of the present technology by full-scale
studies and evaluation. Because of the interrelation of the
many factors which are included in the development of a
reliable design procedure, these required studies include:

1 — Development of a suitable full-scale test method of
evaluating the true forces and moments generated
in a given design.

2 — Development of methods for correlating the mea-
sured forces and moments with analytical pro-
cedures and model basin measurement programs.

3 — Development of design procedures in which the
application of known vibratory forces to the Math
Model of the systems under study will provide re-
liable response predictions. Included in this devel-
opment should be improved damping coefficients
and empirical factors to simplify procedures or to
compensate for weaknesses or missing aspects of
the theory.

4 — The development of a program of study to be con-
ducted on a suitable class of ships, in which there
are enough similarities and variations (such as the
125,000 CM LNG Carriers) to permit the verifica-
tion of the design procedures on an adequate
statistical basis.

As a follow-on to this study and the most recent Ship
Vibration Symposium the Advisory Committee for Ship Vi-
bration Related Projects has prepared a draft of ‘A Proposed
Five-Year Ship Vibration Research Program,” culminating in
a “Design Guide for Shipboard Vibration Control.” This ef-
fort has been carried out under the aegis of the Ship Research
Committee of the Maritime Transportation Research Board
of the National Research Council. The implementation of the
program, as ultimately approved, should bring us closer to a
rational Ship Vibration Design Procedure and should include
lessons learned in recent shipbuilding programs carried out in
the U.S., Europe, and Japan.

During the same decade (1970-1980) we have been ac-
tively consolidating our gains in this important field of the
Limitation and Control of Shipboard Vibration by develop-
ing strong interaction between the pertinent technical agen-
ciesin the U.S. and their counterparts in the rest of the world,
thru the International Standards Organization. In the U.S.
the principle participants include NAVSEA, the David Taylor
Naval Ship Research and Development Center, the Society of
Naval Architects and Marine Engineers, thru their Research
Panels, the American Bureau of Shipping, the Maritime
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Administration, Office of Ship Construction, and technical
representatives of American Shipbuilders, Manufacturers and
Naval Architectural Firms. Representatives of these organiza-
tions form Working Group $2-77 “Measurement and Evalua-
tion of Ship Vibration,” under the aegis of the American
National Standards Committee (S2) on Mechanical Shock
and Vibration, and represent the position of the U.S. when
deliberating with their counterparts in the 1.5.0.

Thru this process we have seen the SNAME. T& R
Bulletin 2.10 (1967) [ 30}, the Navy Code (1968) [ 31}, and
the S.N.AM.E. “Code for Shipboard Vibration Measure-
ments” (1975) [ 32] develop into the Draft Proposal 4867
“Code for the Measurement and Reporting of Shipboard Vi-
bration Data™ (1979) [ 33]. In like manner, the S.N.A.M.E.
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Code C4, ““Shipboard Local Structure and Machinery Vibra-
tion Measurements” (1976) [ 34] has led to ISO D.P. 4868,
“Code for the Measurement and Reporting of Shipboard
Local Vibration Data” (1979) [35].

The 1.S.0. D.P. 6954, “Guidelines for the Overall Evalu-
ation of Vibration Merchant Ships™ (1979) {36] corres-
ponds, in part, with the SN.AM.E. T & R Bulletin 2-25
“Ship Vibration and Noise Guidelines (1980) [ 37). All three
of the ISO Draft Proposals have been favorably voted upon
and should be issued shortly as International Standards. In
each step, the process has resulted in technical improvements
by the application of the expertise and experience of the con-
tributors. In addition, it is extremely important that in inter-
national trade, as well as in military circles of the NATO

R e Y may

SSia %5

-,
-
2ty

- -




3

-

-

-t e

- o

o -

Y« LR

.
-

o

]
S Wy W N 8, P8, ny ay ""J‘Nf‘f.‘.'.'J-'l
T S O R, QN S S

Alliance, that where feasible, we all speak the same language
technically. This can best be done by the adoption of ISO
standards, when applicable.

CONCLUSIONS AND RECOMMENDATIONS

In the development and utilization of such standards,
specifications, technical bulletins or guidelines we are taking
the most direct approach to the solution of a most complex
problem. In so doing we find we can bridge a number of tra-
ditional gaps which tend to inhibit technical progress:

® The technical gap which exists when two or more
disciplines are involved.

@ The natural gap between researchers and designers.

® The proprietary gap existing between shipbuilders,
or Manufacturing Corporations.

The utilization of specific technical requirements in ship
specifications which identifies vibration tolerances, for
example, should automatically introduce a design “line-item”
which insures that funding and technical effort are included
in the development program. When supported by adequate
experience, well documented studies and a rational design ap-
proach the ultimate end objective should be forthcoming
much more rapidly than might otherwise be anticipated. It
should be noted however, that the initial specification should
be achievable within the current state-of-the-art but can be
expected to be modified or updated as the development of
technology permits.

Let us apply this concept to the particular case in hand,
that of designing a commercial ship. Based on past experi-
ence, we knew what level of hull vibration would be accept-
able, regardless of the power required to meet the shipper’s
delivery program. Because we were extending the frontiers in
this case, we undertook to study alternate stern configura-
tions, selected the most promising and conducted suitable
trial studies. We did achieve our design objectives. Thus, for
similar ship types, we have the basis for specifying allowable
hull vibration. This is now being done on a regular basis in
most new ship contracts.

Similarly, it should be possible to generate a specifica-
tion, limiting selected propeller forces to practical and
achievable values, based on the results of full scale studies.

In so doing, hydrodynamic studies, directed toward the limi-
tation of these forces, becomes a line item at the model
basin, and may require the optimization of the initial con-
figuration to achieve the specification requirements. Thus,
the design requirement would not only result in improved
ship performance but would also accelerate the development
of more reliable prediction techniques. At the same time, the
design requirement becomes a known input function to the
preliminary design studies carried out by the vibration engi-
neer. In turn, improved measurement procedures designed to
evaluate the true forces existing in the ship, when correlated
with full-scale trial results directly leads to improved esti-
mates of damping and ultimately more accuracy in the design
procedure.
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Although this all sounds like an over-simplification, it
should not be dismissed too lightly. Just remember, if you
define what you want, you may get it. If you omit it because
you can’t define your requirements today, with the precision
you would like to have, you are much less likely to achieve
your objective. I would like to conclude, therefore, that prog-
ress can be accelerated thru specifications. However, they
must be reasonable, practical and alive. That is, through their
use, they can and should be improved.

In regard to specifications, I would like to add a word in
the form of a recommendation. First, the supplier will nor-
mally prefer not to have a specification, since this becomes a
burden on his construction program. No specification, no re-
quirement, no responsibility. It therefore behooves us, in our
program development work, to insure our specifications are
reasonable, up-to-date, properly used, and not in conflict
with others. Toward this end, I would strongly recommend
that we take the following steps:

® Do not operate in a vacuum, do not generate a speci-
fication, if one already exists elsewhere.

® Periodically review the specifications to insure they
are up-to-date. It is reasonable to expect that prog-
ress will result from the use of the specification.

® In the development of specifications or standards,
utilize all available data, such as is available thru the
1.8.0,,LT.T.C,1S8S.C., ANS.L, etc.

® Utilize the specifications in the development of
more extensive programs, such as discussed herein.
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STATE-OF-THE ART ASSESSMENT OF MOBILITY MEASUREMENTS~A
. SUMMARY OF EUROPEAN RESULTS

D. J. Ewins
Imperial College
London, England

SUMMARY

Two parallel surveys have been conducted to assess the
various techniques currently in use in the UK and in France
for measuring structural mobility properties. A set of test
structures were circulated amongst some 18 laboratories in
the UK and 16 in France, all actively using measured mobili-
ty data, and their submitted results were subjected to de-
tailed scrutiny and comparison. The different excitation
methods available were all included and some attention was
given to the major applications for mobility data of modal
analysis and subsystems coupling. Composite graphs have
been made of the submitted mobility measurements and
consistency checks applied to the results of modal analysis.
The survey highlighted ditficulties in the transmission of
mobility data and also showed the existence of a considerable
degree of scatter in the different participants’ definitive
measurements of specific mobility parameters.

1. INTRODUCTION
1.1 Background

Mobility measurement techniques have become one of
the standard tools used by vibration engineers as a means of
describing accurately the dynamic behaviour of structures.
Formerly, the procedures were known as “mechanical
impedance measurements,” but current practices and applica-
tions demand a more precise definition and the word “im-
pedance” has now been replaced by “mobility.”

In the early 1960’s, newly-developed instrumentation
for measuring mechanical impedance was becoming widely
available and one of the research groups who were active in
developing the transducers and general measurement tech-
niques for mechanical impedance testing decided it would be
interesting to conduct a survey to assess how consistently
different people could measure specific structural imped-
ance properties. This survey, which was conducted by the
U.S. Naval Research Laboratory, became known as the
“Round Robin"* Survey and its findings were published in

*It is interesting to note the following definition of the phrase “Round
Robin,” (from Brewer’s Dictionary of Phrase and Fable.1978): “A
petition or protest signed in such a way that no name heads the list
. ... The device is French, and the term a corruption of rond (round)
ruban (ribbon) . . . . and was first used by the officers of government
to make known their grievances.”
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a Shock and Vibration Bulletin in 1964 [ 1]. Many interesting
and useful results emerged from the comparisons of different
laboratories’ measurements on a set of three structures which
were circulated amongst some twenty organizations, all of
whom were actively using impedance testing techniques as
part of their structural vibration studies.

Since the time of that Round Robin project, there has
been an enormous growth in the use of these (now) mobility
measurement techniques, encouraged by the advent of new
instrumentation and, more recently, by the availability of
sophisticated computer-controlled measurement facilities, all
of which serve to make the acquisition of mobility data much
easier, much faster and potentially much more accurate than
in the past. In addition to facilitating the measurement of
mobility data, these computer-based systems also provide a
valuable analytical capability, most commonly in the form
of curve-fitting modal analysis.

1.2 Requirements for a New Survey

At the same time as there have been considerable
developments in mobility measurement technology, there has
also been a proliferation in the number of organizations who
are making use of the techniques. Mobility measurements and
their subsequent analysis are being undertaken in order to
tackle a wide range of structural vibration problems, quite
often by engineers who are relatively unfamiliar with struc-
tural vibration characteristics, although quite conversant
with instrumentation and computer devices. It was felt that
there may be many instances in which mobility data were
being measured and used, but where the quality of those data
was neither checked nor of a sufficiently high standard to
justify the applications to which they were being put. This
phenomenon, if indeed it existed, could arise from the
facility with which individual mobility measurements can be
“made’ using modern equipment.

It was considered that the time was ripe to conduct
another survey of mobility techniques, following the pattern
of the Round Robin survey some fifteen years earlier, but
devised to tax the current measurement state-of-the.art much
more than was appropriate in 1960 and also to focus on the
applications and analyses to which the measurements were
usually directed. To this end, a new survey was proposed
which would consist of circulating a number of specially-
designed test structures around a group of laboratoties, all
of whom possessed working experience of mobility
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measurement techniques. These “participants’ would be in-
vited to measure a specified set of mobility properties on
each of the test structures and to submit their results to a
control coordinator who would then incorporate them in a
comparison with everybody else’s results. In addition to the
mobility properties, some further information would also be
requested in the form of the modal properties which could be
extracted from individual mobility curves via modal analysis.
However, at all times the primary objective was to assess the
state-of-the-art of the mobility measurement techniques, and
the extraction of modal properties or other applications were
a secondary objective.

1.3 Outline Plan

The initial idea for this new survey arose from discus-
sions between Imperial College and S. A. Metravib in France,
and the proposal was to conduct parallel surveys in the UK.
and in France. Because of their considerable interest in the
successful application of mobility measurements, the Navy
and Aerospace branches of the respective Defense Ministries
were approached for sponsorship of this survey, late in 1976.
A preliminary enquiry was circulated amongst interested
parties early in 1977 and following an enthusiastic and active
response, plans were made and contracts placed for the two
parallel surveys. The anticipated timetable called for the cir-
culation of the structures to all the participants to take place
during 1978 and for the results to be processed and presented
towards the end of 1979. This timescale was relatively short
and required that the structures be available to each partici-
pant for only a few working days, and it also required that
the minimum amount of time be lost in transporting the
structures from one laboratory to the next. The timescale
also imposed a constraint on the number of participants that
could be accommodated, and the initial target was for about
twelve laboratories to test the structures. Another require-
ment which influenced the selection of participants was the
wish to cover as many as possible of the various techniques
and instrumentation facilities currently in use for mobility
measurement—including sine testing, transient testing and the
various kinds of random excitation which are now popular.

2. DETAILED PLANS FOR SURVEY
2.1 Test Structures

2.1.1 Frequency range. In order to encompass the fre-
quency range which is normally covered by typical structural
vibration investigations-2 Hz to 50 kHz—it was necessary to
design a number of different structures, each one concentrat-
ing on one part of the frequency spectrum. It was considered
that the maximum range of frequencies normally covered on
a single test was approximately two decades and so three
categories of structure were planned: I, for the range 2-200
Hz; 11, for the range 30-3,000 Hz; III, for the frequency range
500-50,000 Hz. (In practice, 50,000 Hz is much higher than
one would normally venture, but it is not a totally unrealistic
ceiling to a frequency range for mobility testing.)

2.1.2 Structure design. It was expected that many of
the participants would be used to testing relatively large
structures, but the problems of transportation which would
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would arise if the survey test structures were large would be
quite considerable and so it was considered necessary to use
relatively small structures. While posing problems for those
participants unfamiliar with testing techniques for small test
pieces, such structures do have the advantage that they are
more demanding in many respects than are the larger ones.

* 2.1.3 Materials. The majority of engineering structures
whose mobility properties are required would be made of
metal—either steel or aluminum—and so the majority of the
test pieces were designed accordingly. However, it was recog-
nized that there exist some particular problems when testing
a non-metal structure and so a fourth testpiece (IV), made
from GRP, was added to the set.

2.1.4 Damping. Another problem which had to be re-
solved at the outset concerned the desirability of including at
least one structure with a significant amount of damping.
This requirement is difficult to meet as one important con-
straint on the structures is that their dynamic properties must
remain constant over a relatively long period of time, for a
relatively wide range of temperatures and during quite a lot
of vibration testing. It was felt that with typical high-
damping devices, such as constrained layer components, it
would be difficult to guarantee consistency of the dynamic
properties. The structures to be used tended to have very
light damping in order to avoid uncertainty as to its exact
magnitude and, with one exception, had no deliberate damp-
ing added. In one structure (I) the joints were very tightly
bolted, in another (II), the joints were welded and the non-
metallic structure had no joints. The only structure to pos-
sess any artificial damping was the high frequency one, (III),
which contained a special high-frequency damping treatment
in two of the three planes.

2.1.5 Dynamic characteristics. It was proposed that the
structures should be relatively difficult to test, and to this
end they were, for the most part, asymmetrical and the re-
quired excitation and response directions did not pass
through the geometric or mass centres. This last feature
would result in the structures having responses at the excita-
tion point in all directions (not just that of excitation); a
characteristic which is known to give rise to experimental
difficulties.

.2.1.6 Final designs. Based on the above criteria, plus
some calculations to ensure that natural frequencies would lie
in the frequency range of interest, a basic design for each of
the structures was drawn up and a prototype test-piece made
of each. Following measurements on these prototypes, a
number of detailed modifications were made and the final de-
signs were agreed and submitted for manufacture. Four iden-
tical structures were made to each design, it being agreed that
any parallel surveys should use structures which are as near as
possible identical to each other. The first set (o) was destined
for the UK survey, a second, 3, set was for the French survey,
a third set, v, was available for another survey if required
(and is currently in use in the USA), while the last set (§) was
to be kept as spares. The structures are shown in Figures 1-4
and, as can be seen from Figure 2, structure II comes in two
parts, I1A and lIB, which can be connected together to form
an assembled structure, with a view to assessing the feasibility
of predicting assembly mobility properties from knowledge
of those of the constituent parts.
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2.1.7 Attachment adapters. It was realized that the
many different laboratories which would test the structures
would wish to connect their own various shakers and trans-
ducers and that some flexibility of attachment was required
at the selected points for excitation and measurement. It was
clearly impractical to allow each participant to modify the
structure as his attachment conditions required, and so a set
of interchangeable adapters was provided for structures I, IIA
and IIB which could accommodate any thread or other con-
nection device,

2.1.8 Control measurements. It was accepted that
some control measurements would be necessary to establish
the extent to which the test-piece properties changed through-
out the course of the survey and so a series of repeat mea-
surements was planned at approximately three-month inter-
vals throughout the survey, at which times one mobility mea-
surement on each structure was re-made, using the same
transducers and instrumentation each time.

2.2. Data Requirements

2.2.1 Mobility measurements. The first objective of this
exercise was to compare mobility data measured by different
laboratories and so the Primary data to be submitted by each
participant was to be their definitive measured curve for each
of a number of specified point and transfer mobilities. In ad-
dition to these primary data, therc was to be a request for
Secondary data, which would be measured curves of the same
mobility parameters, but perhaps using one or more alterna-
tive testing techniques, not necessarily what the individual
participant regarded as his best method. The basic plan for
the required mobility data was to select two points on each
structure, i and j, and to specify the 2 x 2 mobility matrix be-
tween these two points as the required mobility parameters,
ie., Y", Y“, Yij’ Y]i and Y” In the initial plan, these

measured mobility data would be required in graphical form,
plotted to a standard format on a log-log scale covering two
decades of frequency and 100 dB of mobility modulus. Some
optional additional plots over 1 decade of frequency by 100
dB mobility were also included. It was decided at the outset
that all the graphical data should be presented as mobility
(rather than receptance or inertance) and that wherever pos-
sible, the results should be plotted on a standard size using
blank graph sheets provided.

2.2.2 Modal analysis data. In view of the importance of
the modal analysis application for mobility measurements, it
was decided to include, (albeit in a secondary role) some
assessment of the ability to extract modal properties from
measured mobilities. To this end, there were two options—
(i) by submission of data which could be processed through a
single modal analysis procedure at Imperial College, and
(it) the analysis by participants using their own analysis rou-
tines, enabling them to submit the required modal properties
directly. These two types of data submission were defined
as Digital Data (for modal analysis) and Modal Data
respectively.

It was clearly desirable to limit the quantity of data to
be submitted to the minimum which would still provide ths
necessary degree of comparison and to this end it was de-
cided to restrict the modal analysis aspects to a limited part
of the frequency range on each structure. Thus, a limited fre-
quency range, typically less than 1 decade, was selected from
two decades used for the mobility measurement.

Modal properties were sought from all four mobility
curves on each structure in order to permit a consistency
check to be applied, made possible by the inter-relationship
between any two point mobilities and the corresponding two
transfer mobilities. This is discussed in more detail in
Section 3.
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2.2.3 Coupling data. Another application to which mea-
sured mobility data may be put is the process of analyzing a
complex structure assembled from several components by de-
fining the properties of each component separately and then
connecting them by impedance coupling. (Although there are
many techniques for performing the coupling process other
than direct addition of the impedanre matrices, they all rely
on the same data to specify each subsystem.) An assessment
of at least some aspects of this application is included in the
survey in the form of two parts of Structure II. Accordingly,
participants were invited to provide what they regarded as
the mobility data for each component which would be re-
quired in order to predict corresponding mobility properties
of the assembled Structure IIC, formed by joining IIA and
IIB at the two points 1 and 2 already used as the locations
for the primary mobility measurements. These Coupling
Data were to be provided at a number of specified discrete
frequencies (30 (5) 600 Hz). The data would be converted
into an impedance matrix of the assembled structure and the
results, in the form of mobilities of the assembled structure,
would be compared with measurements made on the actual
structure with I1A and IIB bolted together at the two points.
Participants were not required to perform the coupling cal-
culations, nor to undertake any measurements on the assem-
bled structure, but simply to provide data adequate for such
a coupling analysis.

2.3 Participation Conditions

2.3.1 Qualification. In order to make the results a valid
assessment of the state-of-the-art of mobility measurement
techniques, and also to limit the number of participants in
order to maintain the target time-scale, it was decided that all
the laboratories participating in the exercise should already
be regularly involved in the measurement of mobility in the
course of their engineering investigations.

2.3.2 Timing, In order to minimize the total time taken
to conduct the survey, each participant was allowed access to
the structures for only ten working days. The data to be sub-
mitted in the various categories described in Section 2.2 were
not required immediately upon completion of the actual
measurement phase, but participants were urged to submit
their results not later than three months after completion of
their measurements.

2.3.3_Instructions. Also in the interests of minimizing
the demands on the participants, a detailed set of instructions
was prepared which attempted to specify every detail of the
testing requirements and the data required. Precise instruc-
tions were included to ensure that the required mobility pa-
rameters were clearly specified and some constraints on the
fevels of vibration to be encountered during measurement
were also given. However, no instructions or guidance were
offered concerning the method of suspension of the struc-
tures or of the choice of transducer or measurement tech-
nique, save that of requiring mobility measurements of the
structures in a “freely-supported” condition.
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3. METHODS FOR PROCESSING SUBMITTED DATA
3.1 Mobility Measurements

3.1.1 Original plan. The original proposal for providing
a comparison of all the participants’ measurements of the
various mobility properties requested was to produce for
each of the 19 different mobility parameters a single plot
which showed the envelope encompassing all the individual
measured curves. This format followed exactly that used in
the previous Round Robin exercise, as illustrated in the
Figures of Reference 1.

3.1.2 Revised plan. There was always some doubt as to
the value of an envelope plot as described above in that it
tends to highlight the extreme (and thus probably the worst)
measurements, without giving any indication of the consen-
sus or average properties of the collected results from many
different measurements, and so alternative or modified ver-
sions of this form of presentation were sought right from the
outset. In the event, the main advantage of the proposed en-
velope presentation—which was that it could be readily con-
structed from tracings of the individual curves as submitted—
was lost because of the relatively small number of resuits
which were submitted in exactly the right graphical format.

In the event, just 50% of the primary data were sub-
mitted in the required format, and as a result of this trend,
an alternative plan was required for the presentation and
comparison of the measured results. It was decided that all
the primary data should be stored in digitised format on a
main-frame computer which could then be used to make
composite plots of the various measurements as required to
compare particular features. For example, it would be pos-
sible to superimpose all the measured data for one particular
mobility parameter, or to superimpose all the plots of one
mobility obtained by random excitation, or to focus on the
results obtained in a selected narrow frequency range.

3.1.3 Data handling and presentation. The software
used to process the mobility data submitted to the CDC com-

puter consisted of two main parts. The first was involved
with the input of digital data in a range of different formats
and with their standardization and storage in the most com-
pact manner possible in the data bank. The second part of
the software consisted of a series of routines which enabled
data stored on the data bank to be summoned and plotted in
any desired presentation.

3.2 Modal Properties

3.2.1 Analysis of digital data, One of the options for

data submission was the provision of a small number of accu-
rately measured points in the vicinity of each of a number of
specified resonances. These digital data were to be subjected
to a modal analysis process in order to extract the modal
properties. It was proposed that the program POLAR, devel-
oped at Imperial College, be used for this task, and as part of
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an overall assessment of that program, some comparative
analyses were made using it and a French equivalent on a
number of sets of test data. The program POLAR works by
fitting a circle to measured values of receptance plotted on a
Nyquist diagram—an approach which is valid for clearly-
defined and relatively lightly-damped modes. These charac-
teristics were exhibited by the test structures used in the
survey. Each mobility curve analyzed by this program yielded
a set of modal parameters—natural frequency (w,), damping
loss factor (n,), (based on a hysteretically-damped modal)
and modal constant (,A;;)—for each mode of vibration in the
frequency range covered, as described in the following
equation :

N

. Ajj
Y”(w)=lw 2 2 —
w, - Wt iy

r=1

K

The modal constant may be further described as the product
of two of the mass-normalized eigenvector elements, thus:

i = (,6)(9)

It may be seen from this relationship that the modal con-
stants for a particular mode determined from the four mea-
surements Yii' Yij’ in and Yl] should be related by the
identity

Al = GADGAA)

| S TIAAT ais'1]

and this check was to be used to assess the overall quality of
the modal properties produced.

3.2.2 Comparison of modal properties. In addition to
the modal properties obtained by analyzing digital data fur-
nished by the participants, further results could be submitted
in the form of modal properties obtained by the participants
themselves using their own modal analysis methods. The
complete set of modal properties thus consisted of those sup-
plied direct and those produced by analyzing appropriate
measured data.

It was decided that the comparison of the modal proper-
ties should be confined to a relatively small number of modes
in order to limit the quantity of data to be handled. Accord-
ingly, it was decided to concentrate on the lowest three
modes of structures I, I[IA, IIB and IV, there being so little
data submitted for structure Il as to render a comparison in-
appropriate. For each such mode, four quantities were tabu-
lated for each mobility parameter investigated. For mobitity
Y. the four quantities for the rth mode would be w,, ny.
rAjjs rDij, where the last quantity is given by the expressioa :

- 2
Dij = Ay/e
and represents the diameter of the circle curve —fit to the
measured data points. This last parameter was included as its
magnitude depends almost exclusively on the measured data
themselves and does not depend on the performance of the

modal analysis program which is used to extract the other
three quantities. It may thus be regarded as a more appro-
priate way to compare the mobility measurements themselves
in the region of a resonance. For each of these four quanti-
ties, it was proposed that a set of tables and histograms be
used to present the comparisons of results from different
sources.

In addition to comparing the results for individual mo-
bility parameters, an opportunity exists for making an inter-
nal self-consistency check by examining the four results from
each participant for the four components of the 2 x 2 mobil-
ity matrix measured between the two test points on each
structure. This check consists of assessing the extent to which
the relationship between ,A;;, (Ajj, rA;; and (Aj; holds. An
additional parameter, A, , was introduced by t},Ie definition :

A

rAij rAji

A
A
i rAjj

and this quantity should be zero for a perfect set of results. It
may also be seen that the same type of relationship must
hold for the modal diameter D;;, etc., and so a corresponding
parameter Ap, was also computed and included in the com-
parison. Thus, for each mode of each structure included in
the comparison of modal properties, there exists a compre-
hensive set of tables and histograms and the latter are
arranged in such a way that each individual histogram dis-
plays the different participants’ estimates of a parameter or
parameters, all of which should be identical.

3.3. Coupling Data

The basis for using the measurements requested for the
coupling of structures IIA and IIB together to form the com-
posite structure 1IC is expressed in the single equation :

re] = o) e ] -

To be exact, each of these matrices should be of order 12 to
include the six possible coordinates at each of the two connec-
tion points. In practice, one would not expect to include so
many terms and the simplest form which could reasonably be
used would be that based on just the translation coordinates
x1 and x3. The pair of 2 x 2 mobility matrices that are re-
quired for this simplified case are those which are specified

in the Instructions to Participants, measurements of which
are requested at certain specific frequencies in the range 30-
600 Hz. An additional comment was made to the effect that
the participants could measure any additional data which
they felt was necessary to complete the coupling process, and
this was an invitation to measure any of the other 140 ele-
ments from the complete 12 x 12 matrix. In the event, no
one did measure more than the basic 2 x 2 matrices, and so
the processing necessary to couple the two structures to-
gether consisted simply of performing the calculation given in
the above equation for each of the 115 specific frequencies
measured.

A computer program was written which took as input
the eight measured mobility curves and which computed the
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necessary matrix inversions and addition, resulting in the cal-
culation of a 2 x 2 matrix for the coupled system, [Yc]
The results of this calculation were to be plotted and com-
pared (a) by superimposing the results from all the contribut-
ing participants and (b) with some measured data obtained
on the actual assembly.

4. RESPONSE TO THE SURVEY
4.1 General

The initial target was for a dozen or so participants in
each of the parallel surveys and, in the event, results were
obtained from 16 laboratories in the UK and from 15 in
France. Representatives from a very wide range of industrial,
educational and research establishments were included.

There are a number of statistics of the survey itself
which it is worth recording in addition to the main body of
technical results described below. These data are presented in
Tables 1 and 2, showing the numbers of participants who
tested each structure and the test (excitation) methods they
used, and also indicating the degree of response in respect of
the post-measurement analysis applications.

The timetable of the survey was well-respected at the
measurement stage, although the data submission period
(maximum of three months after testing) averaged out at six
months, the quickest being three months and the longest, one
year!

TABLE 1
Survey Response
Number of Participants Who:
Received | Submitted | Tested Structure | Submitted
Structures Data I I miv Modal Props
UK 18 16 12 15 5 9 5
F 19 14 13 14 3 3 8
TABLE 2
Test Methods Used for Primary Measurements
citation
Sinusoidal Rapid
Structure Stepped Slow Sweep | Sine Sweep Impact | Random

1 UK 3 1 1 6 3

F 10 1] 1 2
I UK 5 2 1 6 4

F 10 0 1 3
m uKk 2 2 0 1 2

F 1 0 1 1
IV UK 2 2 1 5 2

F 1 0 0 2

4.2 Quality of Submitted Data

In addition to there being a very large quantity of data
submitted, the task of processing and presenting the results
was made even more arduous by the relatively poor quality
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and non-standardization of the data. The first problem was
that the primary data for the mobility plots was only sub-
mitted in the standard format in about 50% of cases, the
other 50% being plotted on slightly or considerably different
graph sizes, requiring an additional stage of processing. The
very high proportion of non-standard primary data necessi-
tated the change in plan for presenting graphical data which
resulted in the accumulation of a data bank, in which all the
mobility plots were stored in digitized form on the main-
frame CDC computer.

A second, but related problem arose with those data
which were submitted in the form of paper tape or magnetic
tape. In many cases, especially with the paper tape, there
were many errors in the data as submitted. One of the direct
results from this aspect of the survey is the clear indication of
a need for duplicating or even triplicating data records so that
real errors can be both located and corrected efficiently.

5. SUMMARY OF SUBMITTED DATA
5.1 Graphical Data

A series of plots were prepared, illustrating the primary
graphical data submitted for all the structures in various com-
binations and detail. The main body of these graphs consists
of 2 decades x 100 dB mobility modulus plots, produced
directly by the CDC computer onto microfilm and subse-
quently printed photographically onto the 150 x 240 mm
standard graphical layout. A number of additional plots were
also produced to the same overall size, but covering different
frequency ranges, there being a 1-decade plot for each struc-
ture and a number of much smaller frequency ranges to illus-
trate measurements in the vicinity of individual modes.

The selected results presented here include some data
from each structure and are detailed below.

Structure 1 is represented by the point measurement at
the central mass and the two plots, Figures 5.1 and 5.2, show
the results from the UK and French surveys respectively.
Similarly, a point measurement on Structure I1A is included
in Figures 6.1 and 6.2.

Measurements on the simple structure, I1IB, are shown in
Figures 7.1 to 7.6, these being the point mobility at one end,
Figure 7.1 (F), followed by replots of the same data, but this
time including only those data obtained by sinusoidal excita-
tion (Figure 7.2—UK and 7.5—F), random excitation (Figure
7.3—UK, 7.6—F) and transient excitation (Figure 7.4—UK).
Figures 8.1 and 8.2 show details from a transfer measurement
on IIB, covering different frequency ranges. Three plots are
included for Structure 111, Figures 9.1 and 9.2 showing the
collected results for the axial transfer mobility, and Figure 10
showing the lateral point mobility (UK).

The format adopted for the majority of plots is one in
which all the participants' data are plotted as individual
points, exactly as they are stored in the data bank, (Back-
ground Data) but in order to provide a visual focus, one curve
has been plotted as a continuous line (Featured Data). (One
participant was selected somewhat arbitrarily for this role
and it must not be inferred that that one single dominant
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Figure 7.2 — Point mobility measurements on Structure IIB - UK data from sinusoidal excitation 8
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curve is in any way the correct or average result.) A number
of the graphs show all the data as continuous lines where
there is insufficient detail to result in this style of presenta-
tion being totally confusing. Finally, three plots are also in-
cluded for Structure IV, Figures 11.1 and 11.2 being the UK
and French measurements respectively of the point measure-
ment on one side, and Figure 11.3 showing a transfer mobil-
ity between the two points of interest (UK only).

5.2 Repeatability Plots

The results shown in Figures 5-11 clearly indicate a fair
degree of scatter and it is considered important that this be
viewed alongside a series of plots (such as the one shown in
Figure 12 for Structure IIA) which indicate the repeatability
of one mobility parameter per structure when measured using
exactly the same equipment and technique on a number of
occasions encompassing the entire testing period. These mea-
surements were made at Imperial College in February, July
and September of 1978 and again in 1979 after all the par-
ticipants had completed their testing. The five graphs ob-
tained all show a relatively high degree of consistency when
compared with the range of answers produced by different
testers during the same period.

6.3 Modal Data
For each set of acceptable digital data submitted, modal

analysis using the program POLAR was carried out and the
results were recorded on standard tables, there being one

vv‘l.

AEM N

such table for each mobility parameter studied. A corre-
sponding table was also compiled for the submitted modal
data where the modal properties had been supplied directly
by the participants. From these two tables, the results were
combined and are presented in the form of series of histo-
grams, such as that shown in Figure 13 for Structure I1A.

Each such figure consists of ten individual histograms
showing the collected results of both digital and modal data
for an individual mode of a particular structure. The ten
items displayed are the natural frequency and damping loss
factor (of which there may be up to eight different estimates
from each participant; four from digital data and four from
modal data), the modal constants and modal circle diameters
for the two point measurements (maximum two estimates
per participant) and the pair of transfer mobilities (up to four
estimates per participant) and, finally, the two histograms for
the quantities Ay and A, defined in Section 3.2.2 (up to two
estimates per participant). For ease of identification, those
results included in the histograms which come from Modal
Data supplied directly by the participants are shaded, while
those obtained by POLAR analysis of Digital Data are clear.
Within each individual histogram, all of the data entries
should theoretically have the same value, and in the case of
the last two, this value should be zero.

Examination of the results of modal properties shows
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there to be a fairly wide range of values obtained for the vari- Q |.|
ous quantities. The spread of values for the natural frequency »
of the fundamental mode of the simple structure 11A covers a a0
band 7% of the average value—at first sight, a somewhat large y
spread. The values obtained for the damping loss factor of Y,
g
SE .‘
I-f
h )
AL
. (:\
.' " . . \, .- % -’l:
s el i .r a- . ~'.'..' F O A R AP S A )
S T W N P Nl 'x;'_('Lx‘;:‘lJ.}l‘.'



(0B)

MOBILITY

! b 4 "..' v

FERTURED DATA

SACKOROUND DATA 40)

e o g

ppeyeeers

.000e10'  0.000e10'

2.000010°

TRACE

sTAUCTURE

3.000010'

FREQUENCY

S.A.M.M

eanticieant[ac |

§.000010°

Figure 11.1 — Point mobility measurements on Structure IV - all UK data

2.000010° 3.000e10° .000st0"

REFERENCE ll‘

wosiLIve

&—-‘ ;“,- \ -
N; ~e ] I
At—"% ".ﬂ:"'._.- .:. 4 I
A . ": :
< \ \ : A
y P

AR A AN

AL SO A L AGA A S L S A

<

5o ml

»

RN N R LN

LOG FRgOVENCE

AT A e RS SEL O L \.". “
4 )

L 'l [ B

=

N,

Figure 11.2 — Point mobility measurements on Structure IV - all French data

LS

Rl

‘l \-!‘-- \- \n 2" "1 w \- \-

Aoty

‘\;. Y \fs "

S NN,

‘~.

LT PP
;'r;, Ml




‘e
| .
\J [
i
3
Y| |‘l.
u!

W
‘r‘
¥
k)
RS
»
FERTURED DRTA  © .02
3 BACKOROUND DRTA 402
A -20.0 <
8
s -30.0
\J -40.0 4
)
Y -50.0 4
k)
‘ —
*: g -s0.0
>~
— -70.0
B S
» oM -96.0
’ o
L -30.0
o
. -100.0 4
K.
\ -110.0
N R
3! -120.0 — - — - ———
e 1.000e10" 2.000w10" 3.000w10' 4.000w10" 6.000910° 1.000230% 2.000010"
FREQUENCY (HZ)
)
1y Figure 11.3 — Detail from transfer mobility measurements on Structure [V - all UK data
N -, m(n 1ms'/n)
b/ 7
o YV : i . .
K i H o H
\ i \ SR
' , !
: (AR TR A i
L} fa i ' ! ;
MOBILITY ol .
4 \ :’ \ -f \",
' i * N
k : ‘. g Y
. N v : ¥ k
. ; : { :
' = RN
S
H
: i
-{28. 08 : i
3. W2 LOC FREG. KRR

Figure 12 — Control measurements on Structure 11A

31

R AT N A N AT A AT A A 4 At S " A
EE N oAt \'%‘-\\\»\\\
LA LN NN >, ' R

S S S S LR N % AN AN AN




L A—M——&Mﬂ_—m
Adcrérmnura A 8 ¢ d ¢ 1 n w r a Alcrdinwra

(h"’)

')
28
]
19

Atesérnure e ARscorcinvera

..‘. ’..w

we

. v
A

¥ :'J

.
o o

v

He)
NATUAL FREQUENCY

LAl

[%3

DAMPRIG Loss FACIWDR

T

STrucrure  1IA Mobe 4

Figure 13 — Modal properties of mode 1 Structure 1A

ORI NS LTy .-"'.-"-' .rvrffff“" SV "#“»" gl -»*"-"*‘ L
~f~f~ff ‘F L . I\' . WD \ [ V‘~ ‘.o £ & " -~-




S A

3
-

A,

UMW LR Y
t u‘!‘!",‘

B
Y

TRt lat ok 6w g § 0.8 g6 £.858 4 04 0 88, ba €

the same mode extend from .00128 to .0634, covering a
range of 50 to 1. A table summarizing the data presented in
the histogram of Figure 13 is given in Figure 14.

o
!‘!’:::!l‘:

8. AMM.
Summary Table for Mode IIA - 1
Participant Polar All
Data Data
Minimum 99.138 97.12 97.12
Mean 100.607 99.843 100.28
Maximum 104.22 102.0 104.22
Spread 5.082 4.88 71
(5.0%) (4.9%) (7.1%)
Number of Items| 16 12 28
Minimum 00128 00296 00128
Mean 0145 0296 0207
Maximum 0320 0634 0634
Spread 0307 06044 0621
(219%) (204%) (300%)
Number of lkﬂuj 16 11 27

Figure 14 — Summazy of modal properties for mode Structure [IA

54 Coupling Data

The results obtained from coupling measured 2 x 2
mobility matrices for each of the two substructures, IIA and
IIB, constitute a group of four “predicted” mobilities for the
coupled structure, [IC. One of these curves, ¢ Yy, was selec-
ted and the prediction obtained from each of the four partici-
pants was plotted on the graph shown in Figure 15.1 and
measurements have since been made of this same mobility on
the assembled structure formed by bolting IIA and IIB firmly
together with the adapters designed to give a contact surface
between the two components which covered the same area as
the adapters used to make the individual mobility measure-
ments. The results of this measurement are shown in Figure
15.2 Some additional tests have been made using different
types of connecting adapter, with the object of simulating
different degrees of coupling, and some of these results are
also given in Figure 15,2

6. REVIEW OF EXPERIMENTAL TECHNIQUES
USED

It appears that there are too many factors in the de-
tailed experimental techniques used by the different partici-
pants to permit a simple “explanation” of each curve pro-
duced during the survey, Nevertheless, from the data sub-
mitted it is possible to make some classifications for certain
of the features used by the different laboratories, The four
main points which can be identified as influencing the quality
of the results are:

— the method of suspension of the structure,

— the method of attaching the shaker and/or the mea-
suring transducers,

— The excitation techniques used to generate vibration
in the structure,

33

— the total time taken by various methods to produce
a good mobility measurement.

It is convenient to draw from the information and illus-
trations provided by the participants some general observa-
tions about the techniques currently in use.

6.1 Suspension Methods

The basic requirement of testing the structures in a free-
free condition was met in one of two different ways, namely:
by excitation into the suspension or perpendicular to it. In
general, the latter approach is to be preferred, as it minimizes
the influence which the suspension devices will have on the
measured vibration.

6.2 Attachments

The two main variables in this area concerned the light-
ness (or otherwise) of the transducers and the attachment de-
vices and the rigidity or flexibility of the drive rod connect-
ing the shaker and the testpiece. The various solutions
adopted for these two aspects of experimental technique re-
sulted in some obvious differences in mobility characteristics,
and especially in the natural frequencies found.

6.3 Excitation Methods

It is difficult and perhaps inappropriate to draw any
major or general conclusions concerning the suitability of the
different types of vibration excitation used throughout the
survey, especially since only a fraction of the total set of re-
sults is presented here. Nevertheless, it is possible to report
on some observations which have been made from a study of
the full set of graphs (there are well over 100 in total: 20 are

shown here).

One feature which was observed in a number of differ-
ent cases was that the spread of N mobility curves measured
by transient testing is consistently greater than that of N
curves obtained by sinusoidal excitation. This trend is dem-
onstrated in Figure 7 and is found in other examples on the
other structures, Care must be taken not to conclude that
transient testing is inaccurate—any one of the five curves in
Figure 7.4 might be very accurate—but it is a fact that several
experimenters obtain noticeably different results.

The other observation which can be made from closer
scrutiny of these detailed plots is that many of the FFT-
based measurements failed to resolve the relatively sharp res-
onance peaks on the lightly damped test-pieces. Although
these instruments have the capability of sufficient resolution,
it must be recorded that this is not always being used.

6.4 Testing Times

Another aspect of mobility measurement techniques
which is always of considerable interest, and which was in-
cluded in the survey, is the time it really takes to produce an
acceptable or definitive mobility plot. Participants were
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asked to record the time they took in various phases of the
exercise, broken down into four categories: (a) overall time,
(b) actual measurement time, (c) post-measurement plot
preparation time, {(d) modal analysis time. A significant pro-
portion of the participants responded to this request and al-
though it was not always possible to sub-divide their actual
effort into these categories, it was found that sufficient in-
formation was available to investigate some of the statistics
of the time requirements for various stages of mobility
testing.

The procedure adopted was as follows: the total number
of mobility plots which were submitted was recorded and the
time requirements to produce these were estimated in four
categories (not exactly the same ones as used on the log
sheets), these being (i) the total time per plot, (ii) the testing
or measurement time per plot, (iii) the data preparation time
and (iv) the lost time per plot. Details of the information
available to us presented in this way are included in Table 3,
at the bottom of which are perhaps useful indications of the
information sought. The most important of these results is
the average time required to produce a mobility plot, which
was found to be of the order of 2'4 hours, drawn from a
range which was in excess of one hour for the shortest and as
much as five hours for the longest. The adjacent figures for
the actual testing time show an average of just under half an
hour from a range of one minute to one hour, and this illus-
trates clearly the significant amount of off-measurement time
which is invariably incurred in the overall process of produc-

ing acceptable mobility plots.
TABLE 3
Mobility Measurement Times
Time/Plot minutes
Total (No. of Items) Lost
Test

1 183 (18) 15 (14) 137 (14)
I 147 (76) 27 (68) 100 (68)
m 230 (11) 23 (8) 206 (8)
v 166 (21) 21(17) 121 (17)
Average 156 (126) 13 (126) 115 (107)
Range 80-320 1-60 50-280

7. CONCLUDING REMARKS

This survey set out to assess the state-of-the-art of mobil-
ity measurement techniques and we have tried to devise and
conduct the exercise in such a way that we could achieve this

objective. In particular, we have attempted to present the
many results obtained during the survey in a number of ways
to illustrate the various points of especial interest. To this
end, a number of new procedures have been devised for com-
paring mobility data and for checking the measurements
against each other using modal analysis methods.

We do not feel it is appropriate at this stage to draw any
sweeping conclusions as to the “best” method for measuring
mobility (there is almost certainly no single “best” method
applicable to all situations anyway), but have concentrated
on presenting all the data available to demonstrate the ad-
vantages and disadvantages of the various approaches which
have been used.

It is appropriate, however, to summarize various con- .
clusions which may be drawn about the conduct of the sur- .
vey itself. The first and most positive of these is that it was

found to be possible to conduct the exercise strictly accord-

ing to the schedule drawn up at the outset and to obtain an R\:‘(J‘
enormous amount of valuable data from the many active par- iy
ticipants who took part. The effort which they all made was NN
clearly a very significant one. A second conclusion highlights 'l:.-_:.‘
a problem which obviously exists on a large scale; that being MR

the difficulty encountered when trying to transmit mobility-
type data from one place to another, or from one computer
to another. Incompatible formats and apparently trivial han-
dling problems combined to make the task of data transmis-
sion disproportionately great.
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) Director of Engineering and Standardization '
! Defense Industrial Supply Center, Philadelphia, PA 2 :
v
Thank you. A round of applause on introduction is To the extent we can turn that cultural tendency , -
M enough to inspire any speaker. In any event, it’s better than around, we create a market for quality and reliability, and -
h having people hiss and boo and stomp their feet. How many the environmental stress engineering that must support any y
;: of you were at the IES Symposium in Philadelphia last sound quality or reliability program. Saying we need such a ?4
I spring? OK. I am using the same slides, but I will only point fundamental change and actually accomplishing it are two i
iy out how the DoD Directive on reliability and maintainability different things—as you are no doubt aware—but DoD Direc- "o
' provides a better policy environment for shock and vibration tive 5000.40 took a shot at it, via DoD policy on reliability N "
: engineers. As you know, [ am concerned with environmental and maintainability (R&M). Y.
P stress on military systems and equipment—but I am also con- -
' cerned with the policy, procurement and psychological en- As | go through this discussion of 5000.40, you will see Y
It vironments, and the stress they place on various people in a sharp distinction between R&M engineering and R&M :-F
) various disciplines. accounting. R&M accounting is what Will Willoughby refers z,":
‘!; to as “number crunching.” R&M engineering is what he has G
8 For example, consider the following scene. A GI supply been emphasizing for a number of years: reliability by design, N
i sergeant is issuing uniforms to new recruits. As he hands out test-fix-test, environmental stress screening, and so forth. "
one stack of clothing, the recruit notices something strange: There were some people who said, “The reliability discipline
. the buttons and the buttonholes are on the same side of the should be part of the product assurance, Leave engineering to i3 i
blouse. He hands it back to the sergeant, and asks, “What's the engineers.” Then there were those who said, ““The relia- \.\
this?” The sergeant says, “Right,” gives him another blouse, bility discipline should be all engineering. We should hang or \
" and throws the defective blouse in the garbage can—thereby otherwise get rid of the number crunchers.” The R&M Direc- ‘
N rewarding the manufacturer of the defective blouse by pur- tive says, “A good reliability program has to have both engi- &
3 chasing two blouses rather than one. neering and accounting, and both must be tailored for return h .
on investment.” bh
3 This scene repeats many, many times. Then, when some n
; idiot like me goes to the manufacturer and asks him about his Second, look for the distinction between two absolutely 4
1 quality control, he says, “Get out of here.” Of course, he different kinds of testing: test-fix-test, and proof-testing. DY
) may not know about the problem in the field—but if he does, .
W he is not likely to see it as a problem, because his military Test-tix-test has many names. It is called development k
1 customer buys more blouses when quality is lower. testing, growth testing, test-analyze-and-fix (TAAF), or test- ;
analyze-tind-fix (TAFF). The name doesn’t matter: these are ‘
" His quality control people are highly dedicated—but all generically the same kind of test, in which you are looking
:, highly frustrated, because nobody seems to listen to them. for trouble. In that kind of test, a failure is a good thing be- N
d They do not realize their company is being rewarded for low cause you are looking for trouble. In that kind of a test, test !
N quality, so they do not understand why the lack of emphasis realism—even over-stress—is a good thing because you are {’st
‘: on quality control. They do not know their corporate policy looking for trouble. o, t:‘
:. environment depends on a military policy that tells supply ser- ‘:.\,'
geants whether to throw a defective blouse in the garbage can Proof-testing also has many names: qualification testing, ..l‘|
or return it to the manutacturer for replacement. acceptance testing, demonstration testing, compliance test- -
h ing. In those tests, a failure is a bad thing because you are try- X
> This type of problem is not confined to the military. ing to determine compliance; you are deciding whether you ‘\:"e
R Take a look at some civilian products, such as light bulbs. are going to buy the item or not. In proof-testing, the manu- ; s
:\ Which manufacturer will sell more light bulbs per year: the facturer is not interested in finding failures. On the contrary, 1
,: one whose light bulbs last 100,000 hours, or the one whose he hopes you don’t find any. He's not interested in test real- |
\ light bulbs last 1,000 hours? Do you shop around for more ism; he would like the test to be as benign as possible. This is .
reliable light bulbs, or just buy replacements? Most people natural. ’
" just buy replacements. That is why we have, in our culture
. and in the DoD procurement system, a large tendency to re- For many years, the DoD approach to reliability has em- ey
: ward poor quality and low reliability: the worse it is, the phasized proof-tests, but not test-fix-test, That policy affected ¢$ N
N more we buy of it. you. Whether your bosses—your senior corporate managers, ::\ 'y
s L '
\' "A
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and your government program managers—were interested ity are two different animals, but the classic definition didn’t
in the services of environmental engineers depended on make that distinction. Exclusive emphasis on Mission Relia-

: which type of testing was being emphasized. This is why your bility lead to a very strange design philosophy that says in

R services have gone begging in many cases: only proof-testing effect, “If you have a bad part, use two of them. And if it’s a

i was being emphasized, whereas environmental testing is in- really bad part, use three of them.” So, efforts to enhance

; herently looking for trouble. Mission Reliability have reduced Maintenance Reliability and

b increased—rather than reduced—maintenance and logistics

L One last distinction to look for—5000.40 redefines ‘‘re- support cost. By redefining basic reliability terms, DoD
liability,” “time,” and “failure.” All of the “time” and all the 5000.40 actually brought maintenance and logistics-related
failures that drive maintenance are now included. The classic concerns into the reliability discipline for the first time.

! definitions only addressed mission time and critical failures.
! As a regult, “reliability by design* did not necessarily reduce

., maintenance or logistics support cost. For example: Does re-

\ dundancy improve reliability? Yes, that is a correct answer. DEPARTMENT OF DEFENSE POLICY
Now, next question: Does redundancy make reliability ON
worse? Yes. That is also a correct answer. (It is a neat test RELIABILITY AND MAINTAINABILITY

where all the answers are correct.) The point is, there are two
! categorically different kinds of reliability. Redundancy helps

Mission Reliability, but it hurts Maintenance related Slide 1

Reliability—which is also related to logistics, spare and repair
X parts cost, and life cycle cost—because redundancy means As you know, that is my previous job title. I have been
: there are more parts to fail, and more demands on mainte- reassigned to the Defense Industrial Supply Center in
*’ nance. Mission Reliability and Maintenance-related Reliabil- Philadelphia.
‘ 1. OBJECTIVES OF R&M PROGRAMS

¢ INCREASE READINESS AND MISSION SUCCESS
! * REDUCE MAINTENANCE & LOGISTICS SUPPORT
COST

¢ LIMIT MANPOWER NEEDS
* PROVIDE MANAGEMENT INFORMATION

. * ENSURE EFFICIENT INVESTMENT
! Slide 2 — R&M policy
Il only touch on the last bullet, where it says, *“‘ensure he’s not—for example—getting any return defective, he’s get-
[ efficient investment.” That is really a very simple thought: ting no return on his investment in quality so he’s apt to re-
) What are we buying with each increment of cost and schedule duce emphasis n quality control. That is something you
investment in R&M? It also ties in with what I said a minute might also keep in mind: what is your boss's return on his
ago: your corporate manager has to ask that question, and if investment in you?

2. STRATEGY FOR R&M PROGRAMS

« INVEST IN DESIGN, DEVELOPMENT, AND MANUFAC-
TURING TASKS THAT ACTUALLY IMPROVE R&M

¢ RETAIN, BUT LIMIT INVESTMENT IN R&M ACCOUNTING
TASKS AND COMPLIANCE TESTS THAT DO NOT
ACTUALLY IMPROVE R&M

1)
§ Stide 3 — R&M policy
‘ 1 would like to make a major point here, for those who ing.” As I've been telling the 810 community, they need to
' are involved with or concerned with Mil Standard 810. Mil make sure that document is primarily applicable to test-fix-
Standard 810 has been viewed as environmental qualification test early in the development process. That will not only pro
testing for many, many years. It has been restricted to quali- vide a home for Mil Standard 810 in the policy environment,
fication of first production units, or applied very late in the it is also good sense to run environmental tests early and the
development process. That comes under Bullet 2, where it fix what fails. I am naive: I don’t see the purpose of a test if
says, “Limit—hold down—restrain—restrict that kind of test- you don’t fix the failures you find.
3
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3. TERMINOLOGY

Y Yo gig gty AV ko e BV, gh 50 ata ghy gt +

¢ ESTABLISH R&M PARAMETERS IN UNITS OF
MEASUREMENT DIRECTLY RELATED TO:
~ OPERATIONAL READINESS

— MISSION SUCCESS

~ MAINTENANCE MANPOWER COST
~ LOGISTICS SUPPORT COST

* REDEFINE BASIC TECHNICAL TERMS:
~ MTBF = ALL TIME + ALL FAILURES*

~ MTTR

AT ALL LEVELS OF REPAIR

*FAILURE = PERFORMANCE OUT OF SPEC. BY ANY PART OF THE ITEM
RELEVANT = COULD OCCUR OR RECUR IN SERVICE

CHARGEABLE = WHOQ HAS TO FIX IT

Slide 4 — R&M policy

The tirst bullet addresses system level reliability and
maintainability parameters. You are not primarily interested
in that. You are primarily interested in the second bullet, be-
cause ultimately your job as testers is to produce failures—

which is why you are sometimes unpopular in some quarters.

Notice how “failure” has been redefined to include al) fail-
ures that drive demand for maintenance. A relevant failure is
any failure that could occur in the fleet; so the only non-

relevant failures are those which are test-peculiar, or those
that have been eliminated by a design change. A chargeable
failure is a relevant failure within the responsibility of a given
organization, whether government or commercial. A relevant
failure could be charged to CFE hardware, GFE hardware,
CFE or GFE software, or—if I can coin a term—CFE or GFE
personnel. A GFE person is really what 1 am—an employee of
the Government.

DETECTABLE ITEM LIFE UNITS
FAILURES (x UTILIZATION RATE)  EFFECTS:
[}
L - scRITICAL
FAILURES(

'~ »DURING MISSION -~ -+>MISSION SUCCESS

Stide 5 — Reliability audit trails

This is what reliability programs have been using to de-
fine such terms as “Mean-Time-Between-Failures (MTBF).”

They only counted those failures, and that item operating
time, which can effect mission success.

o

U
o
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DETECTABLE
FAILURES
|

}-scrimicaL

]
MAINTENANCE
ACTIONS

i

ITEM LIFE UNITS
{x UTILIZATION RATE)

FAILURES—<»CALENDAR TIME —--+READINESS
|
!-’DUHING MISSION — - -+MISSION SUCCESS
<+CALENDAR TIME - - -+MANPOWER COST

REIV;OVALS -~-CALENDAR TIME---+LOGISTICS COST

EFFECTS:

Stide 6 — Reliability audit trails

This is what the Directive does by expanding the defini-
tions of “time” and “failure.” Such terms as MTBF now in-
clude all of the item operating time, and all of the failures,
that drive demand for maintenance. Critical failures are a sub-
set of detectable failures, and removals are a subset of main-
tenance actions, Mission operating time is a subset of total

operating ume—during a given calendar period, at a given
item utilization rate. So, by starting with the broadest and
most basic units of measursment, we can get to these four
different ways that item reliability effects the overall weapon
system,

A LITTLE REDUNDANCY
GOES A LONG WAY

BASIC
RELIABILITY

MISSION

- e o »_ »

Pt

e

P

RELIABILITY MCSP=.99 MTBCF =99.50

MAINTENANCE
RELIABILITY

(x MISSION DURATION)

MFMP = .81 MTBMA = 4.75

21-T0-1

Slide 7 — R&M policy

This slide illustrates why efforts to enhance reliability—
as previously defined—did not reduce demand for mainte-
nance. Given an item with 90% probability of performing
without failure for a 1-hour mission, Mean-Time-Between-
Failures (MTBF) at a constant failure rate is 9'% hours; use of
two such items in active redundancy increases Mission-
Completion- Success-Probabitity (MCSP) to 99% for a 1-hour
mission, and multiplies Mission-Time-Between-Critical-
Failures (MTBCF) by a factor slightly greater than 10.0.

However, that same redundancy reduces Maintenance-Free-
Mission-Probability (MFMP) from 90% to 81%, and cuts
Mean-Time-Between-Maintenance-Actions (MTBMA) in half.
Therefore, this redundancy results in 21 times more main-
tenance actions than critical failures in any given amount of
mission time. That is why “reliability” had to be redefined
and the old definition had to be properly labeled, “*Mission
Reliability.”
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: MAINTENANCE  LEVELS OF UNITS TO BE e
& REPAIR TIME  REPAIR MEASURED EFFECTS: )

]

. 'r— =» ORGANIZATIONAL-~*SYSTEM DOWNTIME- —*READINESS t
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!
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b Slide 8 — Maintainability audit trails

1 This chart shows that the same kind of problem existed in the Military Standard definition of “Maintainability.”

: MAINTENANCE LEVELS OF UMITS TO BE -
) & REPAIR TIME  REPAIR MEASURED EFFECTS: N

] 1
)
K :" - ORGAN'ZAT'ONAL’:’SYSTEM DOWNTIME=-— *READINESS 4=~~~ gt

!
K F---%»+ INTERMEDIATE | ! !
' ] {SMISSION DOWNTIME~—>MISSION SUCCESS ;

[}

L---» + DEPOT LEVEL

SUM OF REPAIR

TIME r----»DIRECT MANHOURS ~-+MANPOWER COST

» i
y |
A r-—- --»TOTAL PARTS COST—--+LOGISTICS COST
4 |
1

| S

h L ——— . SYSTEM DOWNTIME
AWAITING SPARE PARTS--~—~- 3
e
Stide 9 — Maintainability audit traile '
_
G

: The directive redefines “Maintainability” to include repair time comes around to bite system readiness in the . . . !‘:' A

: Mean-Time-To-Repair (MTTR) of detached components of a flank. Downtime awaiting spare parts is usually blamed on , :z

A weapon system, at the intermediate and depot levels of re- the logistics system, but this chart shows it can also be due to ,k,r

o pair. Notice how the effect of intermediate and depot-level poor maintainability of detachable system components. ':"}'

3 i)
i af -

D ? :
» ' OBJECTIVES PARAMETERS TERMS (EXAMPLES) V) )
» 1]

v (]

A\

) OPERATIONAL EFFECTIVENESS ;

o READINESS, OR AVAILABILITY -'f A

¥ — READINESS-RELATED RELIABILITY PARAMETER: o
V MEAN TIME BETWEEN DOWNING EVENTS {(MTBDE) ;.— :
: — READINESS-RELATED MAINTAINABILITY PARAMETER: o ‘
R MEAN TIME TO RESTORE SYSTEM (MTTRS)* b f"_

LY
: * MISSION SUCCESS, OR DEPENDABILITY %
: — MISSION RELIABILITY PARAMETER: !
MISSION TIME BETWEEN CRITICAL FAILURES (MTBCF)** -
— MISSION MAINTAINABILITY PARAMETER: 4
MISSION TIME TO RESTORE FUNCTIONS (MTTRF) .:_5

; FaS

N * CLASSIC USAGE OF “MEAN TIME TO REPAIR (MTTR)" DY

N ** CLASSIC USAGE OF “MEAN TIME BETWEEN FAILURES (MTBF)" ‘.r:

1 .

5!
Slide 10 — System R&M parameters
l. ) * q
This chart shows how the effects of basic reliability and maintainability relate to operational effectiveness of a weapon system. :;
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> OBJECTIVES PARAMETERS TERMS (EXAMPLES)

OWNERSHIP COST REDUCTION

* MAINTENANCE MANPOWER COST

1
Al
)
:( — MANPOWER-RELATED RELIABILITY PARAMETER:
‘: MEAN TIME BETWEEN MAINTENANCE ACTIONS (MTBMA)*
N

— MANPOWER-RELATED MAINTAINABILITY PARAMETER:
DIRECT MANHOURS PER MAINTENANCE ACTION

(DMH/MA)**
;? * LOGISTIC SUPPORT COST
I‘ — LOGISTICS-RELATED RELIABILITY PARAMETER:
1y MEAN TIME BETWEEN REMOVALS (MTBR)
:' — LOGISTICS-RELATED MAINTAINABILITY PARAMETER:
‘:[. TOTAL PARTS COST PER REMOVAL, AT ALL LEVELS OF
REPAIR
. * MTBF MUST INCLUDE ALL “TIME" AND “FAILURES" INCLUDED BY MTBMA.
e ** MTTR MUST INCLUDE ALL “MAINTENANCE/REPAIR TIME" INCLUDED
o BY DMH/MA.
K
; Slide 11 — System R&M parameters
i'.
t“ This chart shows how the effects of basic reliability and dresses effects not included in the previous military standard
. maintainability relate to ownership cost—and thus life cycle definitions of reliability and maintainability.
?‘ cost—of a weapon system. Notice that this whole chart ad-
L,
iy
'.‘; 4. PREREQUISITES TO R&M BY DESIGN
. * FEED BACK PREDECESSOR EXPERIENCE
:i » CORRECT THE CAUSE OF THE DEFICIENCY:
s: — DESIGN (HARDWARE AND SOFTWARE)
:n — QUALITY (WORKMANSHIP AND MATERIAL)
:: — CONCEPTS, POLICIES, PLANNING FACTORS
o * TRADE OFF REQUIREMENTS:
g — PERFORMANCE VS RELIABILITY
; — SYSTEM R&M PARAMETERS
‘é e SELECT RELIABLE, MAINTAINABLE GFE
- * SPECIFY REALISTIC, INTEGRATED TESTS
R)
Slide 12 — R&M policy
‘l'

Mr. Willoughby has—for a number of years—put strong
and proper emphasis on reliability by design. This Directive
supports that emphasis and adds the requirement to feed
back acquisition, operation and support experience as prere-
quisites for reliability by design, to include measured environ-
mental stresses from similar equipment in similar applica-
tions. Where it says, “correct the cause of the deficiency,”
the policy states that opentnoml problems of the predecessor
must be analyzed to determine whether they were caused by
hardware and software design, by quality of workmanship
and material, or by operating and support concepts, policies,

procedures or planning factors. It doesn’t really help to
hammer on the design if the cause of the problem is main-
tenance policy. That seems simple. The fourth bullet, “select
reliable, maintainable Government Furnished Equipment,”
doesn’t ping on you directly, but it sure does ping on the
program managers. In many cases we are feeding back gov-
ernment furnished equipment because we have it; it is not
always good equipment in the field, and its field reliability
is not always looked at by the acquisition program manager.
This policy says that the government program manager has
to assume responsibility for the GFE.

42
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“Specify realistic, integrated tests.” We have had numer-
ous debates about what is a realistic test. We heard an inter-
esting talk yesterday about how accurately we can or can’t
measure vibration. Let me say it one more time: I am a prag-
matist. I am not an idealist. I would be interested in a vibra-
tion test realistic enough to recognize that vibration induced
failures are sensitive to frequency, and ampiitude, and dura-
tion of exposure. When we get down to arguing about the
exact signature of vibration, the details go beyond what I'm
talking about. But I am concerned when a vibration test is
considered realistic, because it covers the frequency and am-
plitude, but it doesn’t pay any attention to the relative dura-
tion of exposure in the test and in the field. Again, I'm

simple minded: I break a coat hanger by bending it, but it
doesn’t break the first time I bend it. The number of cycles,
the duration of exposure, is an essential parameter of vibra-
tion as a stress, and it has not been considered in all cases.
That is what I mean by realism. If the field environment is
random vibration,  don't consider a single frequency sinu-
soidal vibration to be realistic. Integrated tests: the Directive
says that performance, reliability, and environmental stress
testing shall be integrated. This goes back to the presentation
I gave at the IES Symposium several years ago, in which I
pointed out that performance and reliability and environ-
ment stress are all essentially meaningless when addressed
separately. I have not changed that opinion.

5. R&M GROWTH IS REQUIRED
* FSED. CONCURRENCY, INITIAL DEPLOYMENT

* INTERMEDIATE GOALS AND

THRESHOLDS

* DESIGNATED TIME AND RESOURCES

» TEST-ANALYZE-AND FIX

e ALL APPLICABLE R&M PARAMETERS
* REDUCE ECP APPROVAL DELAYS

* ASSESS AND ENFORCE R&EM GROWTH:
— INTERMEDIATE GOALS BELONG TO PM
— BREACH OF INTERMEDIATE THRESHOLD REQUIRES

IMMEDIATE PROGRAM

REVIEW

Slide 13 — R&M policy

I would like to expand on the third bullet. The Directive
requires designated time and resources for test-fix-test relia-
bility growth. That includes resources to fix the failures you
find. One of the reasons that our testing has been under fire
in the past—and especially our environmental testing—was
because failures were discovered too late in the program,
when there wasn’t time or money to fix them. If you will re-
call, about ten years ago there was a study of environmen-
tally induced failures in Naval aircraft. It said 50 percent of
the environmentally induced failures in the fleet had been
found during environmental tests, but had not been corrected
because there was not sufficient time or resources in the ac-
quisition program. That is not tolerable. Notice also the

second bullet from the bottom: “Reduce Engineering Change
Proposal (ECP) approval delays.” One of the weird things in
our policy environment is that, if you are testing and you
find a failure, the contractor puts in an engineering change
proposal, but it may take 14 to 18 months to get government
approval of the engineering change. Just flat administrative
delay. That is dumb on our part, especially when we are in

a test-fix-test mode. ] am recommending to our program
managers that they not impose tight configuration controls
until they are at least two thirds of the way through engi-
neering development. During the first two thirds, we must get
the fixes in as fast as we can.

6. COST-EFFECTIVE R&M DEMONSTRATIONS
* EMPHASIZE OPERATIONAL REALISM
* LIMIT THE COST OF CONFIDENCE
¢ COMPILE SYSTEM R&M ESTIMATES

e USE ALL RELEVANT DATA

¢ INDEPENDENT COMPLIANCE TESTS:

-- SEPARATE CONTRACT

— HIGHER TIER CONTRACTOR
— SUPPLIER, UNDER SURVEILLANCE (TECHNICAL OR

FINANCIAL NECESSITY)

Slide 14 — R&M policy
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I think that slide is fairly straightforward—which belies great many people. What that policy actually says is very ,!‘l:
its controversial nature. The first bullet emphasizes opera- simple. It states that, insofar as possible, R&M compliance
tional realism, and gets translated into things like CERT. To tests shall be conducted or controlled by someone other than .
say, “limit the cost of confidence,” is a quick way to draw the supplier whose compliance is being determined. That's o
the wrath of a whole world of statisticians. The policy on in- what it says. Then it has a few other sentences that soften the oy
dependent compliance tests drew a great deal of fire from a thought, and permit waivers. ""\.
v
'’
o
7. ACQUISITION PROGRAM PHASES
e MISSION AREA ANALYSIS: IDENTIFY NEEDS '_:‘,: )
¢ CONCEPTUAL PHASE: BASELINES AND GOALS N :\ X
* D&V PHASE: DESIGN CFE, SELECT GFE, TAILOR CONCEPTS t.‘:'_ )
¢ FSED PHASE: ENFORCE GROWTH TO MEET THRESHOLDS ;é"
* PRODUCTION & DEPLOYMENT: MEET THRESHOLDS IN
SERVICE ‘.
¢ IN-SERVICE EVALUATION: ACHIEVE R&M GOALS o
— ACQUIRING AGENCY TO FIX DESIGN AND QUALITY ._“V )
— USER TO FIX CONCEPTS, POLICIES, PLANNING nlL
FACTORS ) l's‘:
.. V4.
Slide 15 — R&M palicy §'.; N
%
Let me just point out where environmental testing fits growth. If I were doing it, I would do it this way: I would use Wy

in the phases of the acquisition process. It doesn’t fit in the environmental stress screening at various levels of assembly

Mission Analysis phase, except grossly, as an overall look at
the nature of system environments. In the Conceptual phase,
where we are coming up with systems concepts, there may be
a place to pay attention to environmental stress, but not too
much. You really come in on the third bullet. The Demon-
stration and Validation phase is where someone must design
the Contractor Furnished Equipment, select the Government
Furnished Equipment, and tailor the operating and support
concepts. That phase is where the input of measured environ-
ment becomes absolutely vital. The Full-Scale Engineering
Development phase must emphasize test-fix-test reliability

during fabrication of full-scale prototypes. My best guess is
that it would get rid of about 70 percent of the problems we
would otherwise find in system level testing. Then I would go
to Mil Standard 810 environmental tests, and fix the failures
they produced. Then I'd go to CERT test-fix-test, and at the
tail end of that I'd collect my demonstration data. That is
how I'd run full scale development. Then I would use envi-
ronmental stress screening to get weak parts and workman-
ship defects out of the production items—all of the produc-
tion tests— and then require only a very few CERT produc-
tion sampling tests.

8. OWNERSHIP .

» I',
» REDUCE “RETEST OK" RATES ;"J.- 5
» REALISTIC TEST FACILITIES FOR TROUBLE-SHOOTING V'
e SPECIFICATIONS FOR SPARES, REPROCUREMENTS,
AND MODS o
e R&M DATA COLLECTION & FEEDBACK :7*‘
* R&M "TIGER TEAMS" 'y N
— ARMY “RISE” Kyt
—~ NAVY “AERMIP" o~
— AIR FORCE "PRAM" o
- ‘
¢ INCORPORATE R&M IMPROVEMENTS .:,-_.
— HARDWARE AND SOFTWARE Qe
— CONCEPTS, POLICIES, PLANNING FACTORS Z-'«.j,
[Ty, oy
.‘ -
Slide 16 — R&M policy >
44
Sy o LN R N RN LR L N R R P R R N N S N T S o e Y R N oy ,
:.}..:‘1“':?",“.‘.!. “l..‘.,"‘!(l‘l,‘.l LA L A R ML N Uy DO D U L U O n e i) LA AN LS L AN A A A e O



e

-

. .!.

Y,

. \}"' 00N 4 .'-"1 [V \- ORI

I'd like to touch on the second bullet: realistic test facil-
ities for trouble shooting. I mentioned this before. Our
trouble-shooting facilities at maintenance and repair organiza-
tions by and large do not contain sufficient environmental
stress, and as a result we don’t find the failures we find in the
fleet. We keep getting a very high “Retest OK” rate. One of
the places we could use cheap random vibrators would be on
a hot bench in a maintenance squadron, or in support of a
maintenance squadron. There are just an awful lot of failure
mechanisms that we can’t find if we don’t apply some en-
vironmental stress. Almost anything we can do to cut down
the “Retest OK” rate is a very good investment. The charter
of an R&M “Tiger Team is to go after the problems in the
fleet, track them to their sources, prototype a fix, and get
it tested. Those teams have documented return on investment
in the order of 30-to-1, which is a very good investment for
the taxpayer. They go to specialized test labs and failure ana-
lysts as necessary in tracking down a problem. Some of you
have probably encountered these teams at one time or
another, as they go doggedly chasing down a problem. They
are worthy of your support.

The last bullet on this slide is the bottom line. It sum-
marizes the entire philosophy behind DoD Directive 5000.40:
“Find the problem and fix it. Do it as early as you can; do it
as efficiently as you can, but do it: Get the R&M deficiencies
out of our military systems and equipment.”

That concludes my presentation on the R&M directive.
Now, if I may, I would like to say a few more things about
your palicy environment, as | see it.

Let’s go back to 1973, when I first read Mil Standard
781B, saw the 2.2g sinusoidal vibrat" n requirement, con-
sulted with my airplane driver’s innarcs, and said to myself,
“No . . . that’s not how airplanes fee..” [ made a few tele-
phone calls, looking for measured vihiration data, and wound
up talking to Dave Earls at the Flight Dynamics Laboratory.
They provided the data for those litile briefing slides that
said, in effect: “Here is the vibration we apply during Mil-
Std-781B testing-—and here is the vibration we measure in the
A-7D fighter aircraft.” Those simple little slides went up the
chain of command to General Brown, who was at that time
the Commander of Air Force Systems Command. He looked
at them and digested the message. Somebody in the back of
the room started yammering about what should be done, but
General Brown turned and very quietly said, “I know how to
do it right. I’'m just concerned that we are doing it so very
wrong.”

That moment in time marked the beginning of a shift in
the policy environment that governs demand from random
vibration testing. Prior to that time, random vibration testing
was available. a number of people were experts in the field;
it was a potential solution to many problems, and it was
being used in some places -but the demand had not been es-
tablished as a matter of policy, so much of that technology,
and that expertise, was not being utilized. Now there is an
increased awareness and utilization of that not-so-new kind
of testing. That is what | meant when I said the policy en-
vironment controls the market for your services.

Now let’s look at what has happened in Japan over the
past several years. The National Government and the major
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industries have established policy on the quality of Japanese e
products. That policy is not insignificant—for Japan, or for \
the rest of the world. To be blunt, they are blowing us out
of one market after another. Qur industries are just beginning
to realize what that means to them, but they are increasingly
aware that something has changed, and I believe they will !
move to re-establish their markets. So this emphasis on qual- : ot

ity, coming essentially out of Japan, is a major wave of .
change, sweeping through the policy environments of the in- %
dustrialized world. Don’t fail to pay attention to it. It is im-
portant, and it bears on your discipline.

» -
Environmental testing necessarily causes problems, *..‘;, _
stimulates failures, discloses defects in item design and manu- ‘]
facture, Whether or not your services are popular, in demand, ’_.\'_‘
and therefore supported and financed, depends on how well r,:.
you fit into the policy environment. | believe you should o
hitch your wagon to the star of quality control—by emphasis
on environmental stress screening as a way to disclose weak o
parts and workmanship defects in support of timely quality e
control. Don’t forget the full-scale prototype: environmental R
stress screening during the fabrication of full-scale prototypes i
will pay high dividends, primarily by avoiding subsequent ‘n/'-’ 1
costs and schedule delays at the higher levels of assembly. k
You have a good market there.
.
You also have a potential market in test facilities for ‘ga
trouble-shooting items in the fleet, but I think it may be a :".(
little harder to get into, at least right now. Management is not .,$
yet as sensitive to the “Retest OK” problem as it is to the [

L
3,

quality control problem.

at)

I recommend that you align yourselves with the test-fix- -

test concept, whatever it may be called in a specific program. YA
Those tests are inherently looking for trouble. They are part s

of the policy environment that bades well for your discipline, ."':

which is by its very nature trouble-seeking. Don’t tie your- .\‘;\

selves to the qualification tests, the proof-tests, where the na'

%

unwritten policy is “pass the test any way you can.” Nobody
wants test realism there; nobody wants to find a failure in a

proof-test; neither the contractor nor the Government. So go e
with your natural market. Point out the real benefits you 3.':
have to offer, wherever anyone is serious about finding and O \
fixing the quality and reliability problems of systems and .\.r )
equipment. e
.::_-
¥
That is what I came here to say; so with that, I will con- *
clude this presentation and make myself available for ques- A "
tions for the remainder of the hour. oy
S
DISCUSSION e
S
Mr. Kilroy (Naval Ordnance Station): 1 would like you to say :4'.'
a few words about specification control drawings, source con- ‘
trol drawings, and purchasing departments. "
L]
v
Colonel Swett: OK. When you say drawings, specification :-": f
drawings, and so forth, what immediately pops into my mind i f
is a situation we had in Viet Nam, I was in a special opera- -'.‘\
tions wing, an air commando operation, flying C-123 aircraft. o
1t was a very ugly, but very rugged airplane: I loved it. But iy
one day a flap hinge broke on one of the airplanes, and we ®
lost a crew. The flap was in assault position, the hinge broke, =
and the aircraft was impossible to control. Two days later we (_‘l\-‘
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lost another one. The flap hinge broke. We had a total of 19
incidents over the next few weeks, although we developed
tactics to work around the problem until we could get re-
placement hinges. I was on board during one of those inci-
dents. We were going in on a bundle drop, just leveling off at
300 ft., and as we were bringing up the flaps something went
snap. Due to the skill of my pilot, I am still here, but it was a
sporting go there for a minute, as our British friends say.

The solution to that whole problem was accomplished
by a draftsman who changed the radius of one part of the
flap bracket, on the specification drawing. What they found
was a tight radius in one corner. After prolonged exposure to
vibration, the bracket had cracked at that point. The solution
was to increase the radius by some very small amount. That is
what I think of when I think of specification drawings.

The second thing I think of is that, in my present assign-
ment, I am involved with a large number of such drawings.
And if | read the implication of your question correctly, |
would say you are right. You are looking at the cutting edge
of how your disciplines and the policy environment actually
gets put into effect. Management of specification drawings
is too often remote from the operational problem, from the
policy environment, and from the technical expertise. Now,
there are a lot of those drawings, but the way you eat an ele-
shant is one bite at a time. I am in the process of nibbling on
a large stack of them, but I believe that if problems are not
corrected in the drawings, nothing much is going to happen.
I would also like to add: if the things I have been talking
about don’t show up on the government check list at final
source selection—the criteria, the drawings and the specifica-
tions by which a company does or does not win a contract—
nothing much is going to happen. That is the cutting edge.
Question? (There were no further questions.)

TRURY
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Well, let me conclude by saying that, six years ago, in
1974, Henry Pusey contacted me and invited me to speak at
the Shock and Vibration Symposium in Dayton, Ohio. I
checked around Headquarters, Systems Command, to find
out what a S&V Symposium was. I was told that it was a
bunch of weird but basically friendly engineers. That ap-
pealed to me, because I had been briefing hostile audiences
for a long-time, so I went. I reported to a large auditorium in
Dayton and heard Jack Short give his Rivet Gyro pitch. That
was interesting because the guy flipping the slides came out
with the two packets of slides and said, “Who's is which, and
which goes on first?” Before I could open my mouth, Jack
Short said, “It doesn’t matter. He can brief mine and I can
brief his.” Which was true. We had brief back to back for
about six weeks. I got up to speak. The temperature was ap-
proximately 30 degrees Fahrenheit, the Air Force Band was
performing on the other side of a curtain, at about 130 deci-
bels. I didn’t know what a decibel was in those days but I
thought, “These people are serious about shock and vibra-
tion.” Anyway, I looked at the script, said, “Oh, what the
hell,” threw the script away, and told war stories. Afterward,
I got the first friendly round of applause I had during that
whole briefing tour. As a result, I have a fond spot in my
heart for this organization and the people in it, and that is
why [ am most pleased to be here. 1 appreciate a thinking
audience. I feel I have accomplished some things in the R&M
Directive that create a home for the technical expertise and
the services represented by this audience, but there is nothing
altruistic in that. I believe there is a real need for your ser-
vices, and that need has to be stated in policy and contracting
documents or the value of your services will not come to frui-
tion. So with that, I'll conclude and give you time for a cup

of coffee before the next round. Ladies and Gentlemen, I
thank you.
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NECESSARY AND SUFFICIENT QUALIFICATION
FOR SHOCK

Mr. Robert Dyrdahl
The Boeing Company
Seattle, Washington

It is a pleasure to be here this morning to discuss shock
problems, and I do think that we have some problems to talk
about even though “shock’ has been with us a long time. I
believe that we can do something to improve the state of our
ability to support preliminary and final design with better
analyses and simpler, more realistic, and more straight-
forward shock specifications. We also must become much
more efficient in transferring important technology to all
users, so that everyone may benefit by having the latest and
most accurate information, A very important part of the
solution to the United States balance of trade deficit is major
improvements in our technology and major improvements
will occur easier if we do not have to “re-invent the wheel.”

When I remark about shortcomings in our *“shock”
work, I am including myself. I have been in charge of the
dynamics and loads work for the Boeing Aerospace Company
for many years, with the responsibility to see that only the
necessary and sufficient qualification for shock was included
in each of our products. I have to admit that, at the present
time, our analysis capability could be better and some of the
shock specifications that we use need updating and simplifi-
cation. For some of our programs, we are not siure our
methods result in only the necessary and sufficient condi-
tions, but these sometimes may be more than what is actu-
ally necessary. We also have some difficulty in transferring
our technology to other engineers because of different pro-
grams and work locations,

Most of our aerospace equipment that is exposed to
shock is complicated with many, many parts so that a credi-
ble analysis is not easy. Complex equipment such as elec-
tronic racks (Figure 1) is difficult, sometimes even impos-
sible, to model. Usually there is a poor definition of the dy-
namic environmental loads, hence some question about the
validity of various applicable specifications. However, with
computer capability increasing at a very rapid rate, and by
getting a better handle on some of the other problems, we
will have the means to make major improvements, if we try.

Consider the design process as shown in Figure 2. In the
past, we have supported concept development for critical
structural sizing of the major elements of an equipment
assembly by minor calculations and a very crude “rule of
thumb” estimation of the modes and modal participation
factors for establishing equivalent static design loads for use
by designers and stress engineers. This crude estimation has
been successful in that the hardware passed the qualification
test, but we could not evaluate the degree of conservatism

47

ELECTRONIC
RACK

Figure 1 — Typical equipment

inherent in the design. The question was not answered in the
final qualification either because lack of instrumentation pre-
cluded an understanding of the stress levels. For some of our
equipment, we used more complex analyses: component
mode synthesis and, in some cases, elaborate finite element
analyses. Even then, the conservatism question was not

answered.

For any loads work we must have an understanding of
the environment, so a complete review of the mission require-
ments is necessary as soon as possible, including an assess-
ment of the fatigue loac cycle spectrum. From the mission
requirements we establish the analysis and test requirements
and, unfortunately, it is at this time that we lock-up perma-
nently the specifications, at a time when our knowledge of
the environment is not complete. The shock environment
must represent that expected in the field. The birth of a
weapons system often makes this task difficult. For example,
in the early phases of a task, the contracting agency defines
preliminary requirements, often without input from the user
organization. These preliminary requirements become the
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FINITE ELEMENT

DYNAMIC ANALYSIS

Figure 2 — Design process

basis for mil-std specifications levied in the request for pro-
posal. The proposal and follow on contract award are based
on these preliminary requirements. At this point the logical
step would be a thorough examination of the requirements
from a systems engineering approach, and then a renegotia-
tion of the contract to adjust the environments to the maxi-
mum expected levels. Unfortunately the step is often poorly
executed for several reasons, such as:

® The Jead time on vendor items often require that
specifications for purchase orders are released im-
mediately after award of the prime contract.

® The mil-std type environments are “traditional” and
there is considerable inertia against striking out on
your own with new unconfirmed environments.

® Human nature may lead one into hiding behind a
“traditional” environment.

® The end item user is not available for definitive
identification of requirements.

® Typical schedules for preliminary design do not
always allow time for a job. The program is in the
“manning” stage during this period and a dynamics
staff is not fully effective.

Regardless of the reasons, the facts are that the original
conservative envelope-type specifications often become
“fixed”” with long term effects on cost and integrity.

At Boeing we design the inertical upper stage (IUS)
which is a space tug that goes in the space shuttle or on a
Titan booster to low earth orbit, and then transports various
spacecraft to their destination. A shock environment occurs
from ordnance devices used during safe and arm and staging.
Figure 3 illustrates the IUS qualification test process. We are
able to define accurately, by actual test on representative
hardware, the shock environment and yet, because of the
critical nature of the mission, the customer wants the relia-
bility assurance gained by the 6 dB increase over the maxi-
mum expected exvironment for all qualification tests. We
also have various degrees of conservatism introduced in the
test method. The design of the test fixture hardware has im-
portant effects on the response of the test article. NASA and
the Air Force use different degrees of conservatism in the fac-
tor between qualification test environment and maximum
predicted environment, as indicated in Table 1. The Air
Force uses a factor of 2 and NASA uses a factor of 1.0.

Conservatism in test levels generally improves the relia-
bility of a system although, when the conservatism results in
a requirement to shock isolate to pass the test, some careful
consideration must be given to ensure that adding isolator

WELL DEFINED ACCURATE
SHOCK ENVIRONMENT gfgﬁg’gi”‘"’
— ORDNANCE SH
OR CE SHOCK RESPONSE
ACTUAL FULL SCALE ENVELOPE INCREASE
SHOCK TESTS ON DATA - SHOCK SHOCK
DEVELOPMENTAL SPECTRUM SPECTRUM
TEST HARDWARE BY 6 dB
TEST CONSERVATISM QUALIFICATION
® EQUIPMENT ATTACHMENY TESY
TO SHAKER OR SHOCK
TEST SLED
Figure 3 — IUS qualification test
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‘Yable 1 — DDOCK lest I aclors

] FACTOR ON MAXIMUM
~_EXPECTED ENVIRONMENT
i QUALIFICATION
USAF !
{MIL-STD-1540A) : 2.0 (6 dB)
NASA — GSFC 1
{320-G-1) 1.0
NASA — JSC
{MF 0004-014) 10
NASA — MSFC
(TMX.-64868) 10

hardware does not cause additional reliability problems. For
example, isolators may be affected by temperature extremes
which need careful attention to ensure a satisfactory design.
Also, use of isolators may be affected by temperature ex-
tremes which need careful attention to ensure a satisfactory
design. Also, use of isolators may eliminate a major heat sink
path which in turn will result in the requirement to provide a
thermal shunt around the isolator, resulting in an extra item
of hardware that will need to be qualified to achieve the re-
quired reliability. Also, the conservatism impacts the test
facilities and method of test, because the test cannot be done
by using the actual device that caused the shock
environment,

There is evidence that use of the Mil-std-1540A qualifi-
cation test factors results in lower on-orbit defects for space
systems. This may be a very important and necessary part of
the design of space-craft to achieve the required reliability,
but it is critical enough to warrant continuing review to en-
sure that only the necessary and sufficient conditions are im-
posed on the hardware. Now if we dynamics engineers were
really on our toes and knew with considerable certainty what
was required for the necessary and sufficient qualification for
the IUS equipment, we could have prevented some concern,
coordination, time delay, and cost in establishing the test and
design requirements. I suppose the necessary knowledge to
accomplish this exists piecemeal with various engineers, but
the total integrated picture, test results vs. on-orbit defects, is
not available for use by the community. We may have only a
vague knowledge how on-orbit defects are related to shock
environments. It is very important that dynamics engineers
understand this thoroughly and completely, so that positive
and definite advice and guidance can be given to equipment
managers and military and government leaders.

It may seem a little odd to talk of United States balance
of trade deficits when talking about “shock,” but it is part of
the overall picture, the concern that technology improvement
can reduce our balance of trade problems. We can only im-
prove our technulogy overall by efficient transfer of informa-
tion and engineering techniques in order to maximize techni-
cal competence in a time of increased cost. We just cannot
afford to keep “re-inventing the wheel.”
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To improve our capability to make this happen, I would
like to challenge the shock and vibration information ceater
to become the driver for a unified, concise procedure and
guidelines for the necessary and sufficient analysis and test of
equipment exposed to shock and vibration. The SVIC has ac-
cess to all of the world’s experts and is in the unique position
to make it happen and disseminate the information to all
users. The result will be a joy to managers because they will
have confidence that we will be using the correct information
and procedures. It will also be very useful during on-the-job
training of new engineers.

The analysis and test procedure will include various de-
grees of complexity for supporting concept development,
preliminary design, final design, and qualification testing. The
procedure will be related to the type of produce to be pro-
duced and, I suppose, for a large complex product like an air-
plane or a ship, it will address equipment only and not the
overall design. The overall design may be too complex and is
usually well established and documented in most companies.

As indicated in Figure 4, the procedure should include
answers to the following questions:

® How is a design load defined when the environment
in the specification is defined by a shock spectrum,
random vibration or sine sweep?

® When is it reasonable and acceptable to use (a) tra-
ditional load factors, (b) analyses with a statistical
basis, (c) test data extrapolation, or (d) a combina-
tion of methods?

We like to think that we define a load with a certain proba-
bility and confidence level, but in truth this rarely happens.
Even the most sophisticated analysis is not nearly as defini-
tive as the usual material allowables data, that is the other
half of the structural integrity problem. Aerospace structural
dynamics have popularized the 3 sigma loads definition with
defined confidence levels, but how do we really know that a
3 sigma rather than 2.5 sigma factor is appropriate? How
many engineers consider the reliability requirement before
defining the loads criteria? The service: life is often used in

- .=

S VAN ACIOIRTY NG AR TR P \.'\
AN N A A AT A T L 7 TS




PN

ey,
-

’..'_-— . o~ .‘-".'-
ool o S A

ey

\
)

@ HOW IS A DESIGN LOAD DEFINED?

® WHEN IS IT REASONABLE AND ACCEPTABLE TO USE
{a) TRADITIONAL LOAD FACTORS
(b) ANALYSIS WITH A STATISTICAL BASIS
{c} TEST DATA EXTRAPOLATION
{d) COMBINATION OF METHODS

.a2?'
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N (‘““85"
Impulsive
Local Loads

Wave P opagatio”

Reliab”,.ty
3 Sigma
2.5 Sigma
X Sigma
Materia;
Strain Ram

Figure 4 — Analysis and test methods content

adjusting allowables (especially fatigue), but is rarely con-
sciously used in specifying loads.

Traditional load factors are so commonplace that one
often assumes they are beyond question. Such things as air-
plane flight load factors or hoisting factors are just accepted.
There was undoubtedly good rationale for the factors at one
time but have conditions changed? Often the tendency is to
hide behind a code and blame the contracting agency for high
load factors and over-design.

The point of all of the above is that I believe that the in-
dustry is “shabby” when viewing the state-of-the-art in design
(dynamics) loads. Certainly we are far behind the linear stat-
ics disciplines and possibly even the non-linear statics analy-
sis. Until some guidelines are established, it will be status
quo, that is, if you have a situation that is covered by the
book—use it. If your situation is not covered by the book,
you are on your own. Invent it! And we find that we invent
a lot of our methods.

Another problem is impulsive type “very local” loads.
There are everyday type loads such as a door opening
against a stop with wind and an assist spring, or a missile wing
“popping” open when in flight and impacting against a stop.
It seems that no matter how careful one makes the loads
analysis, the results are still conservative. By *“‘careful,” 1
mean the care of defining the stiffness characteristic and
damping. The part of the problem that is often forgotten is
the material strain rates, stress wave propagation, localized
impact stresses, non-linear stiffness, etc. What happens if you
go to the literature? Usually it is a textbook problem, exam-
ining one phenomena only under idealized conditions that
allow the mathematics to yield reasonable predictions. Again,
I realize that the usage and reliability requirements determine
the sophistication of analysis. However, there seems to be no
“middle ground” for analyses of shock loads that have a rise
time of less than one millisecond.

So, the challenge to the shock and vibration center is to
establish a document that will provide explanations, guide-
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lines, and methods for establishing design loads and dynamics
requirements and specifications for necessary and sufficient
qualifications for shock and vibration. The document must
be arranged so that it can be modified easily and it can, of
course, refer to other applicable basic books such as the
shock and vibration handbook. Then, I would recommend
that each year some of the symposium papers would address
certain aspects of the document to provide additional verifi-
cation that the methods are correct or that modifications and
additions are necessary, and that the specifications truly rep-
resent the necessary and sufficient qualification. The docu-
ment would be modified and updated each year along with
the bulletin,

The result will be a tool that will provide a large increase
in confidence that we are using the best available approach to
our particular job. Our managers, who have never quite
understood some of our flounderings and uncertainties, will
be comfortable that their product is receiving the necessary
and sufficient attention and is therefore cost effective. This
document will also be very useful for on-the-job training of
new engineers. It will not be an easy task but I think it can be
done in stages, with an initial incomplete release to start and
with each succeeding symposium focusing attention to make
improvements. The current method of publishing papers in
the Bulletin is worthwhile, but over the years becomes some-
what bewildering to find useful information in a timely man-
ner. I have a cabinet full of bulletins in my office for use by
all engineers, but it is difficult to wade through them to find
applicable information. Usually I end up calling the SVIC and
asking for help to locate the applicable paper.

The result of such an effort will be an accurate road
map for use by engineers, managers and government leaders
that will provide a major improvement in the efficiency of
technology transfer to all users, and a major improvement in
the confidence that their shock and vibration plans will in-

clude only the necessary and sufficient conditions to qualify
their product.
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i:. Myths and Sacred Cows in Shock snd Vibration

1\

_ Henry Caruso

o Westinghouse Electric Corporation
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- Introduction Where Do They Come From?

i The start of a new decade that will be characterized by

¢ 4 limited resources and funding is a most fitting time to critically

" N evaluate where we are letting our profession take us. What are we

R doing from habit or tradition that’s a waste of time and money?

;0 What should we be doing that we aren’t? Why aren’t we? The

. following discussion will deal with these and other important

issues responsible for myths and sacred cows in shock and
vibration.

)

N What Is A Secred Cow?
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;"l. Sacred cows rarcly begin their lives in a way which gives any

& indication of their future status. They attract littie attention ini-
tially and usually have a legitimate, if limited, reason to exist.

M They fill small but real knowledge gaps or describe valid, if
specialized, philosophies. In some cases they represent early test
facility or instrumentation limitations. But regardless of their

v origin, each sacred cow eventually becomes ‘‘standardized.'’

And with standardization comes the sacrosanct status of the true
::4 sacred cow.

: Standardization (a sacred cow in its own right) may be
Webster's Third New International Dictionary defines a thought of as that process by which we 100 often sacrifice the
‘;i sacred cow as: _ . identity and practical value of knowledge on the alter of expe-
Y A person or thing so well established in and venerated by a diency. Standardization seems to provide exemption from the
Wt society that it seems unreasonably immune from criticism, normal pragmatic, scientific scrutiny that our profession
X even of the honest or justified kind. ) demands we exercise. And the respectability associated with
b, But to truly understand what a sacred cow is in practical terms, standardization automatically causes otherwise rational profes-
" we need more than a dictionary definition. For the purposes of sionals to doubt the validity of information not blessed with such

et this discussion, I have adopted the following working definition: privileged status.

g Sacred Cow: 1. A tradition, common practice or accepted What sort of information merits this reverence? An ex-
! condition that lacks technical or rational subsiantiation; amination of some representative cases will provide a better in-
: d 2. A deeply rooted, unquestioned philosophy that prevents sight into the real nature of these sacred cows.

o or discourages the adoption of more sensible and efficient

W practices. : Case Number I: Orthogonal Axis Testing

) But where do sacred cows come from and how do they survive? Most standardized shock and vibration tests prescribe apply-
N This paper considers these questions through the use of actual ing vibration in the three orthogonal axes of the hardware being
¥ cases and suggests a practical means by which we may deal with tested. Test engineers routinely perform orthogonal axis tests and
” them. debate the pros and cons of multi-axis vs. single-axis testing. But
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discussions of the necessity and effectiveness of orthogonal axis
testing are rare.

What does orthogonal axis testing represent? Are all natural
and induced dynamic forcing functions conveniently (and
sequentially) aligned along hardware orthogonal axes? Hardly.
Instead, we have institutionalized a test artifice introduced to
facilitate the separation of vibration modes at a time before the
development of modern fast Fourier Analyzers and sophisticated
modal analysis software.

Recent comparative experiments with orthogonal and
diagonally applied force vector vibration (Ref. 1) have shown
that orthogonal axis testing may be less effective than expected or
desired. These results reflect the fact that the hardware structures
aligned along orthogonal axes in some cases are the least capabie
of transmitting the forces needed to excite internal hardware
components and assemblies. When the goal of dynamic testing is
the realistic simulation of real-world situations (Development/
Qualification) or thorough internal structural excitation (Stress
Screening), is orthogonal axis testing really what we need?
Shouldn’t we consider tailoring input force vectors to the struc-
tural characteristics of the hardware to be tested?

Case Number 2: 2000 Hz

Standardized broadband random vibration tests (Refs. 2, 3)
are almost invariably specified with a 2000-Hz upper limit. But
again we must ask, ‘‘What does 2000 Hz really represent?’’

Do all natural and induced dynamic forcing functions have a
built-in cut-off point of 2000 Hz? Do all man-made structures
cease 1o vibrate at 2000 Hz? Obviously not. We are not dealing
with a natural physical law or universal mechanical property.
Rather, we have institutionalized a test equipment characteristic:
The natural frequency of many electrodynamic vibration exciter
armature structures lies just beyond 2000 Hz. A test equipment
capability has been turned into an impiied description of hard-
ware physical behaviour. Isn't it time we questioned the validity
of a universal frequency spectrum that ignores hardware im-
pedance?

Case Number 3: 15 g's, 11 ms

Many test engineers would be hard presscd to recall a
dynamics qualification test program in which a 15-g, 11-ms shock
test was not required. Most of these same test engineers would be
equally hard pressed to recall the significant failures resulting
from this test, especially when performed after vibration testing.
And an exhaustive search of the literature shows only the con-
spicuous absence of supporting rationale and data for these
35-year old test parameters. Yet procuring agencies seem (o
regard this test with particular reverence and become uneasy
when its deletion is suggested.

In one recent representative shock and vibration test pro-
gram, an avionics pod spent 18 days in random vibration testing
and 6 days in shock testing. The vibration test disclosed 30
defects requiring design or process modification, quality control
action or inspection attention; the shock test disclosed none.

This is certainly not to say that shock testing is unimportant.
But in light of current Department of Defense policy (Ref. 4)
which requires that **. . . qualification tests . . . be tailored for
etfectiveness and efficiency (maximum return on cost and
schedule investment) . . .,"" can we really justify the rote applica-
tion of such an apparently unproductive test?

What Are The Consequences?

In spite of their seemingly innocuous nature, sacred cows
can have an enormous impact upon the way we conduct our pro-
fession. They impede and discourage technical innovation and, in
general, make life very unpleasant and unnecessarily expensive.

* How many engineer hours have been wasted in trying 1o
design massive vibration fixtures with natural frequencies
above 2000 Hz when the hardware being tested could not
transmit energy above S00 Hz? (Refs. 1, $)

How much schedule time has been lost performing 15-g,
1 1-millisecond shock tests that have produced little or no
new design defect disclosures because prior vibration
testing was more effective?
Should we continue to standardize without question the
artificiality of dynamic testing along three orthogonal
axes (Refs. 2, 3) when the real world acts differently and
produces dynamic responses that orthogonal-axis testing,
in some cases, canno!? (Ref, 8)
¢ How many nonproductive, and in many cases, counter-
productive standardized tests have been performed
because other, more effective but nonstandard tests have
been stigmatized as being noncompliant?

While it would be impossible to quantify the answers to
these questions, anyone familiar with environmental testing will
recognize these penalties as being very large indeed.

Why De They Persist?
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X Given the scientific arguments that cu. be brought to bear
upon these sacred cows and their demonstratcd inefficiency and
- costliness, we must seriously question why they continue to exist.
' Indeed, sacred cows are not only hard to get rid of, they actually
\' become more enduring when challenged.
) There are undoubtedily many interrelated reasons for the
A persistence of sacred cows in the environmental sciences, but the
3 most appropriate ones for this discussion are ignorance, inse-
- curity, and misplaced reverence.
in many cases, ignorance of a sacred cow's true origin pro-
\ vides an effective barrier to rational treatment. But even worse,
A when the truth is made known, the errors are so obvious and the
N respectability of standardization so strong that there is a common
XK' tendency to assume that there must be more to the explanation.
N~ In this peculiarly intractable situation, technical knowledge can-
(33 not dispel technical ignorance, it only intensifies it.

Contributing to this situation is the basic human insecurity

that manifests itself whenever a change from the familiar is sug-

4 gested. This insecurity will often win out even when there is con-
N scious reahization that what is familiar may be a mistake. In fact,
U this insecurity is so deep-seated that some will go to great lengths
) to discover the unique combination of circumstances in which the
sacred cow is valid. Then, in a sweeping perversion of statistical
abuse, they will adamantly assert that this unique occurrence

Y demonstrates the universal relevance of the 5-0 case.
w4 Finally, there is the proven reverence given (albeit subcon-
- sciously) to the printed word, regardless of its pedigree. In fact,

because of the bizarre character of human nature, the strength of
our reverence varies directly with the anonymity of the source;
&) the less we know of the source of a statement, the greater the
o reverence afforded the information. This leaves us in the curi-
WY ously contradictory position of being most skeptical of or un-
sympathetic 1owards that information in which we should logi-

cally have the most confidence.
It is for these reasons that sacred cows persist with a life of

-
r}

7

.\: their own, even to the point of breeding new strains.
.
W Sacred Calves
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s Sacred cows are always being born, although our familianty
with our own profession often makes the birth difficult to notice.
¥ However, if we are ever to reverse the trend towards costliness
! and ineffectiveness engendered by blind standardization, we
must be both technically prepared and psychologically willing to
7 admit to the existence of these new sacred cows, the sacred
W calves. Briefly, four of these sacred calves are described below,
f but it would be reckless 10 assume that there are no others,
w
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The End-Use Syndrome
While bringing with it definite practical benefits, the
crusade for test realism has also begun to create a myopia that
recognizes only the end-use or intended service environmeut as
being of concern in environmental design and testing. However,
the opposite is all too often true. That is, the end-use environ-
ment can be relatively benign when compared to environmental
stresses routinely found in other areas of service use and deploy-
ment not directly involving the hardware's intended mission
funiction (Ref. 6). For example, natural and induced environmen-
tal stresses experienced by an airborne radar may be far less
severe than those normally imposed during handling and
ransportation. Schafer (Ref. 7) urges that we distinguish be-
tween complete life-cycle profiles and specific mission (sortie)
profiles. Adoption of such a view would do much to stunt the
growih of this sacred calf.

The *‘6-g'* Test
How many of us would describe a Superbowl playoff as a

36-point game without regard for the point distribution? Un-
doubtedly none. Yet there seems to be a distinct trend towards
standardizing *‘the 6-g vibration test’* as a stress screening canon,
when it should be obvious that no one test can uniquely satisfy
this description. The stress characteristics, and therefore the test
effectiveness, will vary widely with the freuency distribution im-
posed.

This is not to say that the 6-g test of NAVMAT P-9492 (Ref.
3) cannot be used effectively. Rather, the caution being offered is
that, because of the associated 2000-Hz bandwidth, we are ignor-
ing the true dynamic nature of most assembled hardware which
generally attenuates well below this frequency (Refs. 1, 5). Asa
consequence, we may be overlooking valid stress screening ap-
proaches that capitalize on the unique dynamic characteristics of
the hardware under test. fn addition, we wiil be effectively bar-
ring the use of valid, lower cost aliernative stress-generation
facilities (Rets. 1, 8) with reduced, but nevertheless adequate,
capabilities.

It will indeed be regrettable if a verbal convenience is allowed
to become a standardized methodology.

Data
Data is the foundation of the engineering sciences, the life-

biood of the technical literature. Data is a commodity in constant
demand and much of the test engineer's time is spent in data
acquisition. But data is a double-edged sword: it can just as easily
hinder progress as help it.

Pata that is not being actively applied to the solution of
problems does little good for anyone. This is not to belittle the
value of pure research and development, but somewhere in the
data acquisition process, professional judgement must face up to
the obligation to turn data wnto information by identifying its
utility and applicability. The perpetual accumulation of data as
an end in itself is wrong. Simply stated,

Data - Intelligence = Noise

Even greater damage is done when data 1s used as a weapon
to deliberately impede progress. All 1oo often, insistence upon
ever-increasing accuracy and statistical rigor s in reality an un-
Justifiable pretense to avoid committing to a decision. In this no-
win situation, the existing information can never be enough and
complete ignorance becomes more credibie than partial
knowledge. Even worse, any additional data, instead of
strengthening the information base, only increases the perceived
opportunities for uncertainty, The trend towards perpetual study
without resolution can only paralyze technological advancement.
This consclous abuse of data s inexcusable.
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Official Laboratory Tests

The final irony is that some persons feel that the ability of
hardware to perform in field service can only be demonstrated in
the test laboratory. | was recently made aware of this attitude
when a laboratory transportation vibration test was portrayed as
being ‘‘more official’’ than a real-world test in which the hard-
ware would be loaded on a truck and driven over rough road.
The real-world test apparently seemed too unsophisticated to be
reassuring.

Let's not lose sight of the fact that laboratory testing evolved
only because real-world testing was not always repeatable or
affordable. Test laboratories are certainly here to stay. But in
some cases, the real-world test is cheaper and more accurate and
should be used. We must not let laboratory testing for its own
sake become another sacred cow.

What Can Be Done?

At the beginning of this discussion, | sw:ted that 1 would
offer some practical suggestions for dealing with sacred cows.
These suggestions may be somewhat anticlimatic, but simple,
direct approaches are usually the best.

First, | believe that the deeply rooted vagaries of human
nature and continuously changing personnel populations will
effectively doom any proposed solution based primarily upon
education of acquisition personnel. Similarly, | don’t believe that
the facts will always speak for themselves. . . or at least not loudly
enough to be heard over the background noise of preconception
and personal motivations. But if these traditional approaches will
not work, what will?

The most effective, if undramatic, campaign that can be
mounted against the sacred cow is direct involvement in the
development process of the environmental test standards them-
selves. The sacred cows must never make it into print. Once they
do, it will be too late for they will have established their territory
and will not easily be budged.

Professional societies such as the Institute of Environmental
Sciences, IEEE, AIA, and EIA are actively involved in the
writing and review of key standards defining industry and
military-wide environmental test methods. The direct participa-
tion of so many competent and experienced professionals is the
best assurance that these documents will be written in such a way
that they cannot be misapplied, for if they can be, they will be. 1
have been privileged to participate in this process and have seen
it work. This effort must be continued and strengthened if the
sacred cow is to be put to pasture.
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DAMPING

ON MODELING VISCOELASTIC BEHAVIOR

Dr. Lynn Rogers
Flight Dynamics Laboratory
AFWAL/FIBA
Wright-Patterson AFB, Ohio 45433

The modeling of viscoelastic behavior under
sinusoidal, relaxation, creep, constant strain rate,
or any other condition is unified. The areas of
polymer dynamics, solid mechanics, system dynamics,
structural analysis and feedback control systems
are drawn upon to construct a unified mathematical
treatment which is consistent with observed behavior.
A procedure is established to synthesize a stress-
strain constitutive differential equation appropriate
for more rigorous system dynamics studies. The
fractional derivative representation is established
as attractive and feasible.

INTRODUCTION

Damping technology is being rapidly
advanced and is becoming more widely
known. Applications of damping techno-
logy to emerging aerospace systems for
vibration and noise control have result-
ed in substantial payoff to systems in
terms of cost, weight, and reliability.
One key area in the acceleration of the
development and application of damping
technology is an improved understanding
of the behavior of viscoelastic materi-
als. This facilitates the gathering of
data to characterize materials and the
processing, storing, retrieving, trans-
mitting and utilizing of the data.

Another motivation for this paper
is the enabling of more rigorous,
accurate and tractable studies of the
dynamics of systems and/or structures
which incorporate viscoelastic materials.
In particular, many studies are based
on the fourier transform of systems of
differential equations which implicitly
assume that structural damping and other
system parameters do not vary with fre-
quency. [1] However, it is well known
that viscoelastic material properties
vary significantly with frequency. As
a consequence, past studies are not as
a rule based on rigorous methods.

The present paper unifies treat-
ment of all the types of behavior of

86

viscoelastic material, including dyna-
mics (sinusoidal), relaxation, creep
and constant strain rate. It draws on
the areas of polymer dynamics, solid
mechanics, structural analysis, system
dynamics, and feedback control systems.
As a result, system studies bhased on
more rigor are possible. Furthermore,
the full spectrum of effort from charac-
terizing material properties to the
design of integrally damped structural
components is facilitated. This paper
also reveals several areas of research
needs.

COMPLEX MODULUS
The well-known complex modulus
approach [2] is outlined here. Consider

a viscoelastic element undergoing shear
strain

Y = v, sin wt (1)

which lags the shear stress by phase
angle §

TE T, sin (ut +8§) (2a)
= 1, cos § sin wt +
T, Sin & cos wt (2b)
= g sin wt + T CO8 wt

(2c)
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The sinusoidal strain and stress may be
represented in complex notation
= Jut

Y= Ype (3a)
el lut + &)

A (3b)

T = T

and the complex shear modulus may be
formed as the ratio

jé
T, € .
G* = % = ? = |G*| L (4a)
A
TAC056
= T—' (l + j tan 5) (4b)
A

= GR + 3 Gy = GR(l + 3 "VEM)

(4¢c)

Solving (1) and (2c¢) for the sine and the
cosine respectively, squaring, adding,

etc., leads to the commonly presented
ellipse or hysteresis loop

-y (5)

The instantaneous work is propor-
tional to

« t gl
w - j; T 3t dt (6a)

which leads to

«"a'c ., Ta%s [} _cos(2ut + &)
cos §
(6b)

and the work (or energy dissipated) per
cycle is proportional to

a s
W= T yyt, =1Ty,7, 8in 8 (6c)

and the reason for referring to the real
and imaginary parts of the complex
modulus as storage modulus and loss
modulus respectively is immediately
obvious.

It is well known that the dynamic
complex modulus for a particular materi-
al is strongly dependent on temperature
and significantly dependent on frequency
over ranges of engineering interest.

For some circumstances it is appro-
priate to adjust the modulus for
temperature

T

_ o
Gy = Gexper T (7

REDUCED FREQUENCY

For vibration damping applications,
it is commonly accepted that the complex
modulus is a function only of reduced
frequency for a large class of materials

- iR
w = we =

fr = £ o ap i wg T <3 (8)

R
which expresses the temperature-
frequency equivalence principle. [3]

Materials which obey Equation 8 are
called thermorheologically simple.

The temperature shift parameter is
expressed by the WLF equation

~C (T = T )
log o, = 1 o (9)
€yD, + (T = T_)

(whose form is theoretically justified
[4]) where T_ is the reference tempera-
ture and where C, and D, are
constants. In practiée, C and D2 may
or may not be constants, while

T 1is selected in the processing of
nSterial dynamic modulus data. 1In the
literature the constant in the denomi-
nator is written C, = C1D2, but the form
E9 is preferred beaause of the rela-
tionship between C, and C? evident in
Fig. la and b.[5] Irhe usé of Equations
7-9 is often advocated for extrapolation
of material properties outside the range
of temperatures and frequencies of mea-
surement; however, the validity of this
process has not been fully experimen-
tally established for a wide range of
temperature and frequency. Fig. 2 is

an example of material properties
derived from sandwich cantilever beam
data using the classic Ross-Ungar-Kerwin
fourth order theory.

TEMPERATURE NOMOGRAM

The temperature nomogram [6] is a
major advance in processing and inter-
preting VEM complex modulus data. A
standard [7] has been proposed to use it
in presenting material data. The reading
of real modulus and loss factor from
graphical presentations is greatly faci-
litated by its use. 1In Fig. 2 a verti-
cal scale for frequency is included, as
are a number of diagonal lines. Each
diagonal line represents a particular
temperature. The WLF equation, 9,
relates the temperature, frequency and
reduced frequency. A reduced frequency
value (vertical line) is defined by the
intersection of a frequency value
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(horizontal line) and a temperature
value (diagonal line). This scheme
also greatly facilitates any necessary
manual plotting of data.

EMPIRICAL CURVE FITTING

It has become common practice [8]
to use a standard temperature shift
curve, e.g.

c, = 12.0; c, = 291.7% (10)

1 2
in Equation 9 and select T_to simul~-
taneously define G, and nygM Surves
and minimize data “scatter.

A logarithmic least squares fit is used
to select parameter values in the
empirical equations given in Fig. 2,
where M is the real modulus and ETA is
the loss factor. Data in this form has
been published for a number of polymers
[9] and enamels. [10]

Note that the real part of shear
modulus, GR, asymptotically approaches
GRBR for low values of reduced frequency,

FR' {(in the rubbery region). GR
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increases monotonically with increasing

Fe (through the transition region) and
asymptotically approaches GGLS for

high values of F_ (in the

glassy region). The above procedure

is well established and serves well for

much design work.

REAL~IMAGINARY RELATIONSHIPS

It has been stated by Carson [11]
that the behavior of a linear, constant-
coefficient, stable -system is completely
determined if either the real or the
imaginary component of the frequency
response function is known over the
entire frequency range. This leads to
fhe]relationships developed by Gross

12].

® £
J; GI(E) —5—3 4k (lla)

2
G,(w) = =
R m w2t

2 ® w
Gl(w) =3 j' Grlt) :7::5 dag (11b)
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Another useful relationship is or in operator form

n d n GR

2 dnw,

(12a) k k
R D

t(t) =

which has been reported by Staverman

and Schwarzl [13]). sSince for a stable (t) (13b)
(passive, dissipative, or physically Y '
realizable) system

n>20 (12b)

it follows that G, monotonically

increases with reduced frequency. Here the derivatives are of integer
order, but fractional order [15] deri-

THEORETICAL CONSIDERATIONS vatives are a viable (perhaps even
preferred) generalization. The inclu-

The form of the standard visco- sion of a, in the coefficients is

elastic model [3, 14] for a constitutive believed | to be original to this paper

relation is and their usefulness will become obvious.
With appropriate assumptions invoked,

dz the laplace transform of Equation 13b
o gt * = is

1
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Ggpr | ¢ 3y %p 5 |Y(8) (14)
L= *

The transfer function, G(s), associated
with Equations 13-14 is defined as the
ratio of the laplace transform of the
output, t(s), to that of the input, y(s)

N
_ : N, %1 8
G(s) = 8 - Ggpr £=0 =
y{(s) N a ak Sk
r %o, °r
k=0
P.(a, Ss)
N\%T
GRBR > q (15)
p'%r s)

If the system represented by Equa-
tion 13 is subjected to a sinusoidal
input Equation 1, then after transients
subside, the steady-state response will
be

T(t) = YAIG(jw)' sin (wt +9) (16)

where |G(jw)| and & are the magnitude and
argument, respectively, of the complex
guantity G(jw), which is called the
frequency response function. It is
obtained from Equation 15 by replacing
the laplacian variable s with ju.

T ay (Jw * a
G(jw) =G 3 =

RBR
Ia (3w * o)
Dk T

Py (320£p)

G LT TR
RBR PD(J2HfR)

(17)

It is obvious at this juncture that
G(jw) as represented by Equation 17 is
the complex modulus Equation 4 and fR is
the reduced frequency Equation 8.
Moreover, from a theoretical basis, a
ratio of polynomials [14] in (j2nf ) is
established as appropriate to représent
complex modulus experimental data. It
is seen that at the extremes

G(3fp) | . = Semr (18a)
R
. H aNN
GOt L. T C%era " %us
R N
(18b)

and that the equal order operators in
Equation 13 provide the required asymp-

tote.

Equation 13 is variously viewed
as a representation of a finite order
network of discrete springs and dashpots
which approximates viscoelastic behavior
or as a truncation of an infinite order
process.

BODE PLOTS

The previous development briefly
illustrates the procedure for deter-
mining the transfer function and the
frequency response from the basic diff-
erential equation. It is clear that if
this equation is of the linear constant
coefficient type, then G(s) will be a
rational algebraic function consisting
of a ratio of polynomials in s. The
object here, however, is the reverse
operation, i.e. to synthesize the
governing differential equation [16]
from an experimentally determined
frequency response curv2. The technique

of Bode plots [17] provides a very useful

tool for this purpose.

The Bode plot of an arbitrary fre-
quency response function |[G(jw)| con-
sists of two separate graphs: the
magnitude |G(jw)| and the phase angle
arg G(jw). Typically, both the magni-
tude in db units, called the "log magni-
tude", and the phase angle in degrees,
are plotted vs. frequency on a logarith-
mic scale. The log magnitude, denoted
by Lm is defined as

Lm G{jw) = 20 loglolc(jw)]

The use of logarithmic scales leads to
a considerable simplification in the
construction and interpretation of the
plots. This is particularly true when
G(jw) consists of products and ratios
of factored terms. In this case, the
total or composite Bode magnitude plot
is obtained by simply adding or sub-
tracting those of the individual terms.
The same rule applies to the Bode phase
angle plots according to the theorems
of complex algebra.

In feedback control systems and
most frequency response functions, the
independent variable is the circular
frequency; in the present application it
is the reduced circular frequency. The
terms most often encountered in the
functions G({jw) are the polynomials of
various degrees in jw. Their Bode mag-
nitude and phase angle plots have been
systematically tabulated in standard
reference works such as D'Azzo and
Houpis [17]. These plots form the basis
of approximating a given experimental
frequency response curve in terms of
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factored polynomials. A list of typical
factors, together with plots of their
low-frequency and high-frequency asymp-
totes is contained in the literature.

The corresponding plots of the recipro-
cal terms are obtained by simply reflect-
ing the given curves about the wp axis.
The abscissa in these plots is the
frequency wp plotted on a log scale.

The technique for fitting experi-
mental data is to select factors for the
numerator and denominator, such that
their asymptotes for magnitude and phase
simultaneously approximate the corres-
ponding experimental curves. With
reference to Fig. 3, the following
expression is easily developed:

G*(ij) =
w w [
1.+ 355) (1 +3 ;3)...(1 +3 2
G 1 : 2 N
RBR w w ; w
(1 + j—5 v(l +3 —5!...\1 +J —5)
Py 2/ Py
(19a)
N w
I (1 + 3 z—R)
=1 L
= GRBR (19 b)
N . UR )
n 1+ 3j—i
k=1 Py !
It is apparent that
.l
G* (Jup) £ - CrER ;
R 0
N p
G*(Jjuw,) =G I - =G
R . RBR, _; |2/ GLS
- @
R
(19¢)

In the present context, the use of the
technique to determine values for the
constants is inappropriate because the
reduced frequency scale (and therefore
the slopes) are dominated by the values
of the WLF, Equation 9, constants.

In factored polynomial form the
transfer function is

N Q,.8
nof1 e 2
G(s) = G =1 2
RBR "N a8 (20)
e
k=1 Py
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Fig. 3 - Bode Diagram Representation of

Complex Modulus

STRESS RELAXATION

When a specimen is subjected to a
step shear strain input

Y

Yit) =y, » t20; Y(s) = 3 (21)
and the relaxation shear modulus is
defined from the resulting stress

T (t)
- _relax .=
Grelax (8)F Yo i Grerax (8)
‘relax (s) (22)
Yo

From Equation 15 and Equation 22 we may
obtain

G(s) =8 G (s) (23)

relax

Shapery [14] has assumed a series

-pkt
N aT
Grelax t) = GRBR 1+ E Gk €
k=1
(24a)
where, for vanishing time,
Grelax(o) = GGLS = GRBR 1+ Gk]
(24b)

The laplace transform of Equation 24a is
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G (s) G 1, kT Py (25) obtain the values for
. relax RBR | s aqS .
U 1+ — N '
“’ pk hii (l - E_li %y 1
z »
g=1 2 \)
o from which Gy = - N (31) E.?
1y apS b (1 - pk) 9
'O — = P
N % Ty ﬁ#i i r
Yy G(s) = GrBR 1 +kil ans (26) \:ﬁ
B 1l +— Equation 26 can be considered to h&
", Py represent a Wiechert model where the -
Ll G, 's are proportional to the relaxation oYl
A The associated complex modulus is given t&mes for the individual Maxwell ele- -Hﬂi
Iy by ments in the array [14]. Parentheti- o
' _ cally, it is noted that since relaxation 2
mz ° times are positive, again the storage
R . R modulus is monotonic. Letting oy
-, N Gk = + 3] Gk 5— VUM
. _ P k )
. G(jw) = GrBR 1+ kzl k 5 _1 . - H(rk) b 7T 32 ',:J'
i - w " TR % T T (32) 3
R k k o
A. l + — “J
e 2 [,
b Py and substituting into Equation 26 gives A
¥ F“
X (27 H(t,) 8, T B
v G{ju,) = G 1453 —a—=F__ 5, o
> The expression Equation 26 may be R RBR Tk(J“’R+ L R >
) " . » 0
- rewritten by letting Ml
~ (33) o)
N N aTs -
= 1 1+ — (28) In the limit the summation becomes an
o k=1 Py integral [14]. when the modified power e,
law is used to represent the relaxation ',\
;j and substituting spectrum -; d
' . T :J"
’ N aps N ams T n -2 \.$ {
Y m+3% G —— 0 l+— H(t) =c|l=] e T (34) S
k P T h' .3
k=1 k =1 L :
~y 1#k . ~e
N G(s) GRBR Equation 33 becomes hr
'\ 1 ,‘u“
.\. (29) pk .G."
1 : n-— )/
G When Equations 29, 15, and 20 are com- c EE e Po a L pY
o pared, it is seen that they are differ- Py k p )
ent expressions for the same quantity G(ij) = GRBR 141 —— ij -
and the p,'s in Equations 24-29 are seen Jug .1
to be the same as those 1n hquations 19- ) N
o 20 k (35) N
» : V:."-’
b § . X Use of Equation 35 would permit a -
N Alternatively, L?uatlo?s %0 ant o3 reduction in the number of parameters '{\
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transform of the elanativn =olil .6 s reqquired to represent a particular a
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Ycrp (8! (37)

the laplace transform of the compliance
is

6(3) =35 D (8) = 1

CRP

= (38)
G(s)

Knaus [14], following Schapery, has
worked with the series

-tz

DcRP (¢) = Dsrs

(39a)

where

Depp (®) = DPppr = Dgis [2 42 Dk]

The laplace transform of Equation 3%a is

(39b)

D, a./2
- - kT "k
Dcpe (8) = D g
1+ —

Zy

1
rer| 5 - 2 (40)

Dku,rs/zk
a8
k=1 1+ zT
k

which may be placed in the form

D(s) = DRBR 1l -

N aTs
N a.D 11+ —
m- x : Ke =1 Zx
k=l k [X)3
n

(42a)

N oTl
n 1+ - (42b)
k=1 k

It may be seen that the 2z, 's are the same
as in the previous develoﬁment and that

1

:+ D B co—
GLS GGLS

(42¢)
GreR

The coefficients may be obtained

O -
Y %a rl >
o F e R N

t3
=22 =Z
vy

(=}
b
]
o o
* -
N
™~ |®
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Constant strain rate test data [14] is
an easy extension. The above develop-
ments unify the theory of handling
various types of test data. Fig. 4
illustrates the flow from any formula-
tion to any other.
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Fig. 4 - Interrelationships of Complex Modulus
Expressions

GENERALIZED DERIVATIVES

Bagley [15] had success in fitting
3IM-467 complex modulus data with the
expression

o
. 1
v t+ ul(Ju)

3
1 + by (3u) 1

G(juw) =

where

1.0 1b/in?

7.3 1b-sec'>%/in
.0008 sec"°!

.56

.51 (43b)

2

When the experimental data was fitted,
only these five parameters were varied
and the parameters in the WLF Equation
9 were not adjusted. Together with
proper selection of values for the WLF
constants, an equation of the form
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is appropriate. This expression satis-
fies all of the characteristics of
observed data mentioned above. To
simplify, the complex quantity may be

written
. 7B
I 3
(e )=

=c + Js

(44a)

G(ij)
1l +

(18 cos 908 + j sin 908

and Equation 44a becomes

[ 8
G f
1l + GGLS 35— (¢ + js)
RBR Ro
G* = G
RBR £ B
1+ f—B (c + js)
) o
J
(44b)
which may be placed in the form
_ Re + jIm
G*=Ggar B 28
1 + 2c0s90 (55— + IR
s B\fR R
o (]
where: (44c)

8 8

G £ 8 lc.. \f

1 + cos90g §§E§ +1 5—5 +GGLS EE-Y
RBR R, URBR\"R

Re =
and
8
G f
Im = sin908 §§£§ - f—E
RBR R o

It is apparent that the quantities

G
8 —p 2 (44d)
RBR
are interrelated through the Gross-
Staverman-Schwarzl relationships [12,13]
or through the inherent dynamic charac-
teristics of polymers.
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Equation 44a may be written

G(s) = GRBR 1+

(44e)

by way of analogy to Equation 26.
Provided the ratio of moduli is large
compared to unity, this is approximated
when the viscous damper in the standard
three-element model [14) is replaced by
a hybrid-spring-damper-element whose
force is proportional to the fractional
derivative of the relative displacement
of its ends. On the Bode diagram this
hybrid element would have a constant
phase angle of 908 degrees, and the log
magnitude would have a constant slope of
208 db per decade. For visualization
by polymer chemists and dynamicists, it
may be desirable to represent this hy-
brid element as an infinite array of
springs and viscous dampers. In the
Bode diagram this array would have
stepped log magnitude asymptotes with
slopes of 20 and zero db/decade and
phase angle asymptotes at 90° for 1008%
of the logarithmic reduced frequency
scale and at zero degrees for the re-
mainder. An infinite order expression
of the form of Equation 19a would
result with

(44f€)

= Bcpi

Pi+ 1 = € Pji 24
where a smaller value for ¢ would result
in smaller steps and smoother curves
closer to the hybrid element. It may
happen that these relationships hold
only in an averaje sense and also that
pairs of polynomial factors represent
local distributed transitions with
individual characteristics.

With an understanding of the
behavior of polynomial factors having
fractional exponents in the Bode dia-
gram, it becomes an easy matter to write
expressions for a two-transition

material
A . P
Gy [ Iwg G, J”R\
e ls SRR ull By
6(ju )= ——0ot1 11 2
R [o] : Bl ) Bz
jw Ju
1+ ——5) 1+ ——5)
L wy Y2
(449)

or for a material which exhibits a
rubbery plateau and which flows at zero
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N 1+ | R 1+ =, ) = tan 908 (45a) QQ
wl . N
4 © rom which :
o (44h) .:4
.1 . arc tan n (
& or any given proper complex modulus g = max (45b) A
. function. 1In this regard, data which 90 v,
i cannot be fit in the Bode diagram is w g
$ suspect. For se}ected values of para- It also may be shown that the maximum :
8 meters Equation 44a, g, and h are = : ]
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' f trate various types of complex modulus define a value for f_ ) and that i
curves. R, :,-
LY
3 ¥
;,. l'"o
S Gos © L
,, . E44 L ?
1 g W ro =2E7 / i'-,
W B =.46 'b::

X © Gg.s = L.ES Gr / <

o Gppg = I.EI Gu /. G, i.
; g y »-
W l% = // \ o

s
W /4 g:l
W % Grern © 74 o
0|‘ o = 1/ ﬂ...l
~ bt
N L e ~n »$'|
'I 8 / 77 1%
- e -
v b3 - e d \ 80
) t e & 3 3. C?

4 0 ‘ T L

v 3 S deo s 12 N

' 3 3] = 2

2 5 &1 g S
= 7 908 4 w 5
. ~N
.l 5 d N § 1 & -"
: I / \ 1 o s
;: 12 1 ° X

4 & - :
Ly Vi *

) (0] -

s 16" B
' <
:: REDUCED FREQUENCY ~ RAD/SEC \‘;
l )

4

y Fig. 5a - Fractional Derivative Representation of Complex Modulus
N v..c.
0 G,

N
o

’ 64 N

} -
¥ e

A AT ALY . ywy - T
L ..1._ .rs (-__4- O by s, l‘.' N \‘_\*'-\

L, » » .

'i'-'\'\
.

RS l’n‘.l-lyl. 2 L W) (Y M P A Ko Pt N 'm‘ N o g K A

0y

'I

ffflttrlr
lff"f"f"-"‘

X

a“; N N AN




K o
N !],
N 1
' 4
‘ "5
i )
: 2., Select g and (GGLS/GI) from Fig. 6. :: :f
¥
2 3. Set f =f.0606
Ro R Tnax A
o
4 5 e 4. Select Gpp, for low asymptote A ‘:
H 2 .
;. i Gz 5. Plot curves x
= L\
! 5 6. Iterate T and replot data until 1l
5 . 1 slope of data matches curves
. z e 0wy
: é . wf : 7. TIterate all parameters as necessary. AN
L ) 5 o
P ] 85 e
hd g . 440 w ! § o "'
‘}' 3 g g 20 N M v — 8. -
. . 2
. o 0 1.5} ; 18 NG
f REDUCED FREQUENCY ~ RAD/SEC / 'J-"
ool
i\ Fig. 5b - Fractional Derivative Representa- :.\"’
X tion of Complex Modulus % 10t 14, 2 hG
v & < NN
’ * ———t [ %]
) ‘} g 0'5 i b 2. § ;""
4 j GELS/GRBR=10000. . "
» 3 - . e
S ey = s e 0 ‘ ~ . 0 v
. s XX [ . * ¢
¥ P - 0. 25 5 15 10 Y
;o BETA R0
ot 5 ©
. 1 % 18 . Fig. 6 - Relations of Fractional Derivative "y
2 T i 5 Parameters Al
: 2 3 qe0 5
0 i R g 1e oy
0“1 40';‘ ' & WO
; - § 1% EXPERIMENTAL DATA FITTING "
H . O
"o ] R {J
> } ”? S Because Schapery had success in N
. 3 - - manually fitting Equation 41 to complex ‘
CRAi Rk R iRa R £ 2 a2 Eih Bk BT Yoa Yo FiYin i Yo Yo Yon) ?y" 0 compliance data by collocat':ing at . 2% ¢
. discrete points (14], Equation 27 is v
, DUCED. FREQUENCY ~ RADSEC used here for complex modulus data to e
: Fig. S5¢c - F ; Derivati . preserve_the manual option. The manual Ny
i g- >¢ t;a;t;gng;mpg;v;o;:el:ugepresenta collocation process may be used to OO
3 obtain initial values for the least Y,
squares data fitting. The real part of NN
Equation 27 is written :
\ 2(1 + C)GI XX
L = max 2 q‘l\
i CgLs s * Crer (45¢) g w,z; wg Ny
N , , Sy 2 €2 2= G =7 e
W The interrelationships of Equation 45a - Py P, P RN
P ¢ assume Gg; o >>Gpp, and are approximated 2 ARERR 2 + 2 = ‘.,l“t
in Fig. 6 and may be used to select 1 + B 1+ -8 1+ R y
initial values of parameters for curve- p2 p2 p2 e
: fitting purposes. N 1 1 N
' N
. R
) Equation 44b may be used for manual G, (w.)
: fitting of data with the following proce- R R _, (46) ‘
iy dure: CrBR 2
2 N
' 1. Select an initial T_ and plot data The collocation is performed at specific )
;' (using standard WLF constants) values of reduced frequency, f, , and
) i
()
'
) 65

N
4

4

- A . o - .
L ) e §
OO0 ..b.:!\, "

)

o*
OMUO6 DO

. oy *
Wh R \!‘.‘, .0'.‘.\.

-y‘-‘.’r OB LTRSS TN

K . ATRE RV A T PO T L A T T PN T LT AR S
) st SN e T A y N
N0 e ¥ U !'.0. A A .o AT \ '\',-.'L:" N MW Xb&&.




-

e i

s

" "v -*.I V

the pi's are taken as the same values.

For the curve in Fig. 2 the
following is selected

=p. =101 ; i=1,2,...10 N

2 2 2
.1 -1 .1
12 7,18 62777 ¢ 2
0 e —1 . =
12 .00 * 12
1+ ——-i-— 1+ _'__2.
.1
GR(le)
s -1 (48a)
RBR

or approximately
GR(le)
G, = 2|—m—=-1 (48b)
1 Crer

For i=2, Equation 46 yields

12
Gl-—z GR(N )
1 .1 _ -1
cen 5G2+ =
1l + 100 GRBR
(48c)
or again approximately
GR(wRZ)
G, = 2 -1-cG (484d)
2 i [ 1
or, in general,
B
GR(le) -1
G, &= 2|—/———=-1- ¢ G, (49)
. L Crer =1 ?

If it is desired to use a large
digital computer to solve for the Gi's,
the collocation matrix equation
becomes

G
R,
6y = (a3 i (50)

Crar

It may be desirable to collocate on

GI or some combination of GI and GR

The imaginary part of Equation 27 may be

written

T S RTT P

(.(

3 al 3 .

R w w
G, — R R
G. — =
¥p 25, S1B,  Grlup
2 +o..t = + = "
1+ —% 1+ —% 1+ —% CrBR
Py P P
(51a)
or, for wp
j
ceet JOLGy ., + 099G, + 5G4 +
$099G;_) + -01Git, + ...
Gylug )
= —a (51b)
CrBR

Fig. 7a, b, and c are plots of the
storage modulus, loss modulus and loss
factor from Equation 26. Fig. 7a is
derived from collocating Equation 46 on
the storage modulus from Fig. 2. Figqg.
7b is derived from a collocation of both
storage and loss modulus, and while not
a good representation of this material,
suggests that this method may represent
materials with two transitions. Further
work in this area would be desirable.
Fig. 7c shows a representation of
storage modulus which is not monotonic
and, therefore, is unacceptable. This
illustrates the need for care with this
method.
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indicated. This rationale also has
ramification in the logarithmic time
spacing for taking creep and relaxation
data. '

= Fig. 8 presents data points and a
///Lnﬁ oD least squares fit curve of the type
Equation 44a.

STORAGE MOD
NEEDED FUTURE WORK

, o In performing this work, a number
//'/_/ . . of needed and fruitful areas for future
) / ’ development have been indicated. A
//// LOSS FACTOR computer program to go from any repre-
/ sentation to any other (Equations 17,
19, 26 and 41) as illustrated in Fig. 4,
/// together with the fractional represen-
tation (Equation 44), would be very
useful.

LOSS FACTOR, MODULUS -N/M2

A very simple least squares fit
B T T T T T T T i T T T T T T Y computer program was written and used
several times to determine parameter
REDUCED FREQ, FR -HZ values in Equation 44 from experimental
data. For each parameter in turn, the
merit function is evaluated at the
current value of the parameter and at
+ 10%, The value for zero slope of a
quadratic through the three points is
computed; parameter increments are limi-
ted to 10%. The procedure is iterated
many times. It would be desirable to
have an interactive graphics program
which incorporated this least squares
aspect and also a feature which permits
giving less weight to data points where
there is less confidence. The small
number of parameters in the fractional
representation makes it attractive and
it should be thoroughly investigated for
available material data. It appears
possible to include additional terms and
represent materials with more than one
transition. The polynomial representa-
tion should be evaluated for a number
of materials. The polynomial form, at
least for the near term, would facili-
tate system eigen-problem studies to
investigate complex modulus vs. frequen-
cy independent fourier transform
T aa T haTialea i tua T alint e T el dn Tian T ia Tn Py approaches.

REOUCED FREQ, FR-HZ

Fig. 7b - Collocation Representation of
Complex Modulus
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More data is needed such as dyna-
Fig. 7¢ - Collocation Representation of mic, creep, relaxation, and constant
Complex Modulus strain rate information for the same
material, a variety of specimen types,
a wide range of temperature and
The lack of smoothness in Fig. 7a, frequency to investigate G vs. GT_ /T,
b, and ¢ may be explained in terms of and Poisson's ratio and other
the Bode diagram asymptotes. The break three-dimensional effects.
frequencies being one decade apart gives
too coarse a representation especially Sources of data scatter should be
at the low values of phase angle (see studied. It may be, for example, that
Fig. 3). The desirability of the most even very small temperature rise from
separation of break frequencies at max energy conversion may lead to gradients
phase angle and progressively closer in modulus and material loss factor in
symmetric spacing on both sides is the specimen and consequent scatter,
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It also may be possible to develop other
specimens which are less sensitive to
workmanship and spurious damping. 1In
this regard, a free-free, unsymetrical
sandwich cither suspended by threads
from an edge or perhaps magnetically
levitated should be investigated.

The relationship among the para-
meters of the fractional derivative
representation has been mentioned above.
It appears possible to use the Gross
relations to obtain an explicit interre-
lationship. Another possibility is a
closed form sclution for the inverse
laplace transform of the fractional
representation for the relaxation, creep,
and constant strain rate cases.

CONCLUS IONS
This paper establishes a procedure
for the synthesis of constitutive

equations. A ratio of polynomials,
either of integer or fractional order,

N o e P L
G R L GG

' T o’ W o’
Reduced Frequency F«t

Fig. 8 - Least Squares Fractional Derivative Fit of Complex Modulus Data

is established as appropriate to fit
complex modulus material property data.
Also, viscoelastic behavior under
dynamic, relaxation, creep and constant
strain rate test is unified. Because
of the small number of parameters, the
fractional derivative representation is
attractive and limited data fitting
indicates that it is a viable approach.

Because this paper provides a
unifying foundation for the modeling of
viscoelastic behavior by drawing on the
areas of polymer dynamics, solid
mechanics, structural analysis, and feed-
back control systems analysis, much
needed future work is indicated.
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FINITE ELEMENT PREDICTION OF DAMPING

IN BEAMS WITH CONSTRAINED VISCOELASTIC LAYERS

Conor D. Johnson and David A. Kienholz
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San Carlos, California

and

Lynn C. Rogers
Air Force Wright Aeronautical Laboratories
Flight Dynamics Laboratory
Wright-Patterson AFB, Ohio

Vibration control

Industry.

lishes the validity of the modal

energy approach uses the modal

in structures by means of viscoelastic material
strained layers has galned wide acceptance, particularly in the aerospace
A key to increased use of damping technology is the ablility to
analyze and deflne the candidate viscoelastically damped structure accurately
and efficlently In a project environment.
strain energy approach, Implemented with
finite element techniques, for damped,
strain energy distributions, obtained by
purely elastic analysis, to predict modal damping (loss) factors.
distributions may also be used by a designer as a tool to choose the best
location and materlial for optimum damping.
paper may easily be extended to complex structures.

in con~

This paper describes and estab-
laminated beams. The modal stralin
These

The approach described in the

INTRODUCT I|ON

The use of additive or integral visco-
elastic damping treatments has steadily gained
acceptance in the last two decades as a means of
controlling the resonant response of elastic
structures. I+ is especially poputar In the
serospace industry where the need for fow struc-
tural welght often leads to varlous types of
vibration problems. Fatigue fallures, excessive
noise, or structures which simply deform too
much to perform their intended function are the
most common examples. Damping can be effective
if the undesired motion Is known to be of a
resonant cnaracter., That is, the vibration Is
characterized by a power spectral density which
has most of Its area In narrow peaks around
natural frequencies of the structure. |f such a
situation exists, and If the inherent damping of
the structure (without any specific damping
treatment) is known to be sma!l, the use of con-
stralned viscoelastic layers can often produce a
dramatic reduction in vibration,

Examples of the successful use of |ayered
viscoelastic damping material are common in the
engineering literature [1,2]. However, the pre-
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diction of damping in practical structures is by
no means a routine activity, While mass and
stiffness properties of complex assemblages are
accurately modeled by finite element methods,
the Inclusion of damping into such models Is
generally left to simple ad hoc methods which
yleld solvable equations of motion but do not
necessarily agree with physical reality. The
sttuation Is unfortunate because if it Is known
In advance that resonant response will predomi-
nate, the prediction of that response can be no
better than the prediction of damping. The
situation Is summarized well by Fahy [3] in a
survey article on Statistical Energy Analyslis
(SEA), a branch of sound and vibration analysis
concerned exclusively with resonant response.
He states, "the estimation of internal loss
factors is the major uncertainty in the appli=-
cation of SEA, as 1t is In most calculations of
dynamic response of mechanical systems. The
magnitude of this uncertainty is often such as
to make quibbles regarding the finer points of
analysis pale into insignificance."

In this paper a method is presented whereby
the tools of modern finite element analysis, and
in particular the MSC/NASTRAN code, can be used
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to estimate damping in certain types of struc-
tures. The class of structure to be considered
is that which Includes layered viscoelastic
material, elther in a constrained or uncon-
strained conflguration. The assumption is made
that the loss factor of the viscoelastic is much
higher than that of the metal, and that damping
mechanisms other than material damping in the
viscoelastic material can be neglected. The
emphasis here is on the development of a method
which s applicable to a wide range of struc-
tures, which Is economical enough for design
purposes, and which is sufficiently accurate to
give wuseful, though not necessarity exact,
damping predictions. The last requirement Iis
reasonable, given the difficulty of character-
1zing the viscoelastic material Itself.

The basic approach Is called the modal
strain energy method., it is based on the prin-
ciple that the ratio of composite structural
loss factor to viscoelastic material loss factor
for a given mode of vibration can be estimated
as the ratio of elastic strain energy In the
viscoelastic to total elastic strain energy In
the entire structure when It deforms Into the
particular undamped mode shape.

Practical considerations are discussed for
finite element modeling of structures with
viscoelastic layers. Comparisons of calculated
damping are given between modal strain energy
results and analytical complex eigenvalue re-
sults for simple three-layer beams. Finally, a
design example is given to illustrate how the
modal strain energy method might be used when
viscoelastic material properties are known to
vary with frequency,

BACKGROUND

Most methods for finite element analysis of
structures with distributed viscoelastic damping
fall into one of three categories. For the pur-
poses of this paper they will be called (1) the
direct frequency response method, (2) the com-
plex eigenvalue method, and (3) the modal strain
energy method.

The direct frequency response method is
based on the so-called correspondence principle
of linear viscoelasticity [4]. The equations of
motlon for a structure or structural element are
derived In the usual way with the Young's modu=-
lus of all materials treated as real. They are
then solved for the case of an applied load
which varies sinusoidally In time, The Young's
modulus of the viscoelastic is then taken to be
complex with the ratio of imaginary to real part
being called the material loss factor. This
implies that stress and strain in the viscoelas-
tic can be out of phase and thus energy can be
dissipated. The storage and loss modull of the
viscoelastic are generally obtained as functions
of frequency by experiments on material speci-
mens using an Imposed sinusoidal stress or
strain, For the direct frequency response
method, a finite element model of a structure
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containing a viscoelastic material produces a
system of equations of the following form:

-2 M+ j K@) + K @1{x} = {F} (m
where

{F} = vector of amplitudes of imposed
sinusoidal forces, usually taken
as real

vector of complex response amplitudes
mass matrix

radlan frequency of forcing and
response

stiffness matrix which depends on
the storage moduli measured

at frequency w for all materials in
the structure

hysteretic damping matrix which
depends on loss moduli measured
at frequency w for all materials
in the structure

i= ¥

In addition to questions of theoretical consis-
tency for nonsinusoida! forcing, the above
method has a clear drawback for applied work,
The complex coefficient matrix on the left must
be formed, Inverted, and stored for each fre-
quency of interest in order to obtaln a complete
solution. This is generally Impractical for any
but very small problems. The storage require-
ment can be eliminated if only a few Input and
output degrees of freedom are required but the
cost remains high for problems of practical
size.

The compl!ex eigenvalue method s simllar to
the direct frequency response method in that a
complex Young's modulus is assumed. Stiffness
and damping matrices are taken to be constant,
however. The following system of equations for
free vibration of the hysteretically damped
system Is then obtained:

[-w? M+ j Ky + KyDiX} = {0} 2

I1f viscous damping forces are known to exist,
another term may be added to the matrix equatio-
N,

[-w?M+jwD+jKy+ KJx} = (0) (3)

Now, If the matrices M, D, Ky, and K, are taken
as constant, Eqs. (2) or (3) may be recast as an
algebraic eigenvalue problem with complex eigen-
values and elgenvectors [5]. The forced re-
sponse for any Input may then be calculated as a
weighted sum ot the free responses, just as one
does iIn undamped analysis by the normal mode
method. The damping ratios of the complex modes
are obtained from the complex elgenvalues.
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In addition to the difficulty of obtaining
realistic damping matrices D and K,, the complex
eigenvalue method is generally oo costly for
most design situations. While MSC/NASTRAN
provides subroutines for complex eigensolving,
the matrices which must be handled are at least
double the order of the associated undamped
problem, The resulting cost for computing
renders the method of I|ittle use for models
which are already targe in undamped form.

The third approach is the modal strain
energy method and is the basis of the work
reported here, I|ts mathematical statement s
very simple and has already been mentioned, It
is

n(r) v(r)

= loss factor for thr r'th mode of the
compos |te structure

material loss factor for the
viscoelastic material

= elastic strain energy stored in the
viscoelastic material when the
structure deforms in its rtth
undamped mode shape

Vs(r) elastic strain energy of the entire
composite structure in the r'th mode
shape

Equation (4) has long been the basis of damping
estimates for simple systems [6]. Finite ele-
ment technology allows it to be extended to much
more general structures. One simply computes
the undamped mode shapes of the composite struc-
ture with the viscoelastic materlial treated as
if it were purely elastic with a real stiffness
modulus. The right hand side of Eq. (4) is then
calculated as

(r) (r
Yy ie
(r) (r

Vs $

r'th mode shape vector

subvector formed by deleting

from ¢ all entries not corres-
ponding to motion of nodes of the
e'th viscoelastic element

element stiffness matrix of
the e'th viscoelastic element

LA 2 R TR R TCNe )
J‘ -)' -,n".' w \ d\,\' - »'
()

(1 Mg B

stiffness matrix of the entire
composite structure

number of viscoelastic
elements in the model

Combining Egs. (4) and (5) we have

n

)) (r) (r)
nt" - 8=} 2o Ko 2o
n, Q(r)T‘75 )

Several points pertaining to Eq. (6) are worth
noting:

(1) 1+ is remarkable in that it relates the
real eigenvector ¢'7
undamped model with n a quantity ob-
tained from the complex elgenvalue charac-
teristic of a damped model.

(2) 1t implies that damping of a structure
can be described by associating a single
number, called a modal loss factor, with
each undamped natural mode shape and fre-
quency. This is equivalent to assuming that
the damping matrices D and K2 were propor-
tional to some linear combination of the
undamped mass and stiffness matrices,

(3) The composite loss factor for every
mode Is taken to be proportional to the
material loss factor for the viscoelastic
portion of the structure. In the examples
to follow, it 1is shown that this is not
precisely true. n(r) and n, are propor=
tional only for n, << 1. However, Eq. (6) is
shown to be accura*e enough for practica!l
purposes even for n, in excess of unity,

FINITE ELEMENT MODEL ING

The method used for finite element modeling
of a viscoelastic layer constrained between two
metal face sheets is illustrated In Fig. 1. The

QUAD4 WITH
OFFSET

SHEET
V.E. CORE \

UPPER FACE 4{

LOWER FACE
SHEET

QUAD4 WITH
OFFSET

BEAM SIDE VIEW

FINITE ELEMENT
REPRESENTATION

Fige | = Finite element modeling of a sandwich
plate with viscoelastic core.
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viscoelastic core [s modeled with three-dimen- therefore capable of representing even more
sional tsoparametric solid elements called HEXA general boundary conditions than the sixth order .:n‘\
elements in MSC/NASTRAN. Each element has eight theory., This generality Is quite important In oy
to twenty nodes with three translational degrees mode!ing of real sandwich structures. A%y
of freedom defined at each node. In this work '\"-,
eight corner nodes were defined for each ele- It has been found that some care Iis re- :"'$
ment, The face sheets are modeled with quadri- quired in restraining lengthwise dlisplacements &
lateral shell elements called QUAD4's [7]. These in the finite element model when results are to R 8
utililze three translations and two rotations be compared to those for the sixth order beam .y
(about in-plane axes) at each of four corner theory. The restrained point must be at or near A
nodes. An Important feature of the QUAD4 ele- the beam neutral axis (which varles somewhat "_r."v
ment for this work is its ability to account for from mode to mode) [10] since this condition is '('_\‘
coupling between bending and stretching. This implicit in the analytical model. Furthermore, N
allows the nodes to be at the surface of the the restraint on lengthwise wmotion must be L
face sheet in contact with the viscoelastic imposed without [nadvertently altering the B
rather than at the midplane of the face sheets. restraint on relative lengthwise displacements y
The usefulness of membrane-bending coupling Is of the upper and lower face sheets (li.e., the -
obvious from the geometry of constrained-layer core shear). The implementation of boundary "
dampers. conditions has been found to be of particular :
importance in modeling sandwiches with unequal ) ¢
Atter a mode! is assembled, a standard face sheet thicknesses. O,
normal mode extraction run is executed including ::\ \
calculation of elastic strain energy in each A typical beam geometry is shown in Fig. 2 F :‘
element for each mode. The fraction of total The dimensions correspond to the standard test

energy within a group of elements corresponding specimens used to obtain material properties of -~
to the viscoelastic is obtained by calling viscoelastics by controlled vibration tests }.
another standard option. Multiplying this value {11]. Prior to dynamic analysis of this layered '-F\":
for each mode by the viscoelastic material loss beam, several checks were made on the model. _;.*:.
factor yields the modal loss factors. These are These included calculation of static displace~ 5

then input via a damping vs. frequency table for
subsequent forced response calcutations.

COMPARISON TO ANALYTICAL RESULTS

A number of simple test cases were run to
assess the accuracy of the moda! strain energy

ment due to dead weight and calculation of
undamped frequencies and mode shapes for two
limiting cases. These were for G,=0 (uncoupted
face sheets) and G,=G1=Gy (alt-metal beam).
Results were checked against solutions for
simple uniform beams and found to be satisfac-
tory.

method and to investigate any unforeseen prob- .::
lems prior to application *o a real structure. . i
The test problems were simple sandwich beams |
with a variety of geometries, material proper- e
ties, and boundary conditions. An exact complex
eigenvalue solution due to Rao [8] was used as ".'h::
the standard for comparison. It is based on a :"i
numerical solution of the differential eigen- — SANDWICH BEAM o
value problem obtained from a sixth order dif- s"'-._
ferential equation of motton for a sandwich beam N
[9]. An older, more widely-known solution based 'ﬁ? y
on a fourth order governing equation with an ~
equivalent complex flexural stiffness was also ‘\ LavER 3 (aLUMINUM) | |.060
used for comparison [10]. '
%o, [ 202 2uscoeasTic) 1005 N
The sixth order formulation aliows three LAYER 1 |ALUMINUM) .060 »,
independent boundary conditions to be specified N \L—ﬁ—J-—'L :’:\

at each end of the beam. These can be either
kinetic or natural boundary conditions on the
transverse displacement, slope, and shear in the
core layer. The latter is of particular impor-
tance since the shearing of the viscoelastic

\\\‘-—— 0.500 ——I

Figs 2 - Cantilever sandwich beam example,

A number of runs were also made to deter-

)
core produces the damping. The older fourth mine the numerical error which might be intro- :._:x.;
order theory simply assumes a sinusoidal mode duced by the extreme aspect ratio of the solid Pl
shape (in the lengthwise direction) and does not elements used to model the viscoelastic core. -‘.:i('
allow for general boundary conditions. 1t This was considered a potential problem since ~
agrees with the sixth order theory for simply core layers of a few mils are commonly used in }*
supported ends with unrestrained shearing practice. Aspect ratios between 20 and 5,000 .7,
strain, but differs somewhat for other cases. were run by using different beam lengths with :
The finite element model retains rotations and all other features of the beam (including the o
displacements of both upper and lower face number of elements in the lengthwise direction) S
sheets as separate degrees of freedom and is held constant, No problems were ever encountered -:'.p\

-"-

s

74 ﬂ.‘i
o

IR AR S

o St "N ML S R A y
RO OR Rt Y AR OO




which could be traced to aspect ratio. 't was
found during this exercise that energy ratios
below about .01 ocould not always be caiculated
accurately. Thus, care must be exercised in
interpreting very low damping predictions. This
was not considered a problem since presumably a
designer would not be interested in contigura-
tlons producing such low damping.

Figure 3 shows a comparison between results
for a cantllever sandwich beam as obtained from
sixth order theory, fourth order theory, and a
NASTRAN mode! having 20 elements in the length-
wise direction., The 7 inch long cantilever beam
has equal aluminum face-sheets 0,060 inches
thick, and a viscoelastic ocore 0,005 Iinches
thick. Results are given in terms of n/n,, the
composite loss factor normalized on the m;erlal
loss factor of the core, and in terms of natural
frequency for each of the first four modes. A
value of core material loss factor much smaller
than unlty (np, = 0.01) was used in the fourth
order and sixth order analyses. The ratio n/n;
is obtained from the finite element results
simply as the ratio of core-to-total elastic
strain energles (Eq. (6)) and thus does not
depend on rny.

.35 4 FREQUENCY wix
b CURVES
3
.3 L s9.
2 | g 1

"2 <

.26 4 L 51,
1 4th SHEAR\ MODULUS G,.pst [
.21 Yt N 1000 L
.1 1.0 100
SHEAR PARAMETER g

{a) Mode 1
R

- 1290,
\ FREQUENCY
, Curves

.22 | 1088 FacToR
CURVES

19

SHEAR MODULUS G, ,ps
1000

10 100
SHEAR PARAMETER o
(c) Mode 3

Simitar calculations were made for a vari-
ety of boundary conditions with similar results.
The sixth order and NASTRAN resuits for damping
and ¢frequencies were, for practical purposes,
identical for the first six modes. Raesults from
the fourth order theory differed somewhat for
certain boundary conditons as would be expected
based on the built-in assumptions,

The shear parameter g, shown as the ab-
scissa in Fjg. 3, may be thought of as a normal-
ized shear modulus of the core material., It is
defined [8] as

*
_ 62 AZL (E]A' + ESAB)
g = V] (8]
o+ jny) 1 E\AEsAy
where
*
62 = complex shear modulus of core material
np = loss modulus of core material
A, = cross-sectional area of core
t, = thickness of core
4
‘u% Law
| LOSS FACTOR i
CURVES
24 4 | 400,
n_ .f,.ux
" FREQUENCY
.14 4 CURVES [ 320,
] p
SHEAR MODULUS G, ,ps
.04 ;”””///////'90 2700 20
0. e 30 T 100
’ SHEAR PARAMETER g
(8) Mode 2
-2 2540,
L0SS FACTOR A~ FREQUENCY |
CURVES N\, CURVES
W22 2140,
LN [ fye
2
12 1740.
SHEAR MODULUS Gy P8t
- 4
02 |G MO0 — 1340.
1.0 10 100 1000
SHEAR PARAMETER ¢
(d) Mode ¢

Fig. 3 - Modal loss factors and natural frequencies of sandwich cantilever beam
as computed by 4th Order Theory, 6th Order Theory, and NASTRAN,
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L = beam length
E1,E3 = elastic moduli of face sheets

A],A3 = cross~sectional area of face sheets

The quantity g(1 + Jny) occurs as a coefficient
in the nondimensional sixth order differential
equaiion of motion [8].

Figure 4 1illustrates the effect of core
material loss factor on composite loss factor
for the fairly high values of n, which one would
wish to use in practice. It may be seen that n
increases less than linearly with n, but that
the deviation is not as great as to %e of much
practical concern, This is particularly true
given the dependence of n, on structure tempera-
ture which is not usua!ly wel!l controlled any-
way.

4 canTILEver Bean, MoDE 2 L = 7.0 fn.
.30  GEOMETRIC PARAMETER Y = 3.52 By = hy = 0.060 in.
i "2 = 0.005 in.
7
1" EJ = 10° pst
J N P
.22
n 4
"2
and ]
v, -
LTS
J ny * 1.5
6th QRDER 1.0
3
R
'M T T T 1T v Trrr T T T rrriy T T T T 7
10 100

SHEAR MDDULUS Gz. sl

Fig. 4 - Composite loss factor for various
core loss factors as computed by
Modal Strain Eriergy Method (NASTRAN)
and 6th Order Beam Theory.

The signiticance (or insignificance) of
error in the modal strain energy method may be
evaluated in another way, Figure S shows a
driving point displacement admittance of the
cantilever beam of fij. ? calculated by two
methods. The direct *re ,uency response method
(dashed curve) accaunts for the material loss
factor directly and 4dnes nn* require the assump=-
tion that n and n, are proportional, The solid
line was calculated by summing *he modal fre-
quency responses of the first cix mndes with the
modal damping ratio o»btained via the modal
strain energy method (Eq. (A)), A tairly high
value of material loss ftactor (n, = 1,35 was
used in both methods. [t may be seen that the
dlfference is quite small even in the nelighbor-
hood of resonance, This is due partiy to the
fact that the modai loss tactors obtained by Eq.
(6) were not far oft to begin with, and partly
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Fig. 5 - Frequency response of sandwich beam
calculated by direct and modal strain
energy methods.

to the fact that as damping increases, a greater
fraction of the total response at any frequency
(including a resonance) is due to off-resonant
modes.

Figure 6 shows the strain energy distribu-
tion in the cantilever beam of Fig. 2 for vari-
ous values of core shear modulus. t{n this case,
both the top and bottom face sheets are re-
strained at the root of the beam and, therefore,
the core strain is zero at this location. In
design work, a plot of the strain energy distri-
bution could be very helpful In determining
where viscoelastic layers should be located in a
structure to provide maximum damping for the
modes or frequency range of interest.

DESIGN EXAMPLES

Figure 7 [llustrates the logic which might
be used by a designer [n specifying a damping
treatment, Suppose 1t Is desired to damp the
second, third, and fourth bending modes of a
uniform cantlilever, but to minimize the added
weight of the damping treatment. An initial

tfinite element model is constructed with a
constrained layer treatment applied over the
entire surface. The plots In Fig. 7 Illustrate

the lengthwise distribution of core strain
enerqgy for the first four modes. In thls case,
the constrained layer Is an add-on treatment,
and therefore Iis not fixed at the root of the
beam, The strain energy distribution for this
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— 1000 psi
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2 . .
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L / <
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Fig. 6 - Strain energy distribution in a cantilever beam for various values of core shear modulus.
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case should be compared to that given in Fig. 6
for the case of an integral damping treatment.
It may be seen from these plots in Fig. 7 that
weight can be reduced by removing the damping
layer from a portion of the beam near the root
where there is little strain energy for the
modes of Interest. This can be expected to
reduce the damping of the modes in question only
moderately, although the fundamental bending
mode wiil fose most of its damping. The tables
at the bottom of Fig. 7 verify that this is in
fact the case.

A second example wili [llustrate the use of
materials with frequency-dependent properties,
1t is well known that the loss and storage
moduli of viscoelastic materials show signifi-
cant variation with frequency when measured
under sinusolidal excitation; however, the modal
strain energy method Is based on solving a
constant-coefficient eigenvalue problem. [t s
natural to ask how this basic contradiction can
best be accommodated while retalning the simpli-
clty and economy of analysis by proportionally
damped normal modes. In this section an ad hoc
method Is presented which has given encouraging
results for simple problems,

The method Is based on sofving one pair of
simultaneous equations for each normal mode of
interest. The equations are +the constant-
coefficient elgenvalue problem for the particu-
lar mode number and the material property-
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frequency relation. The procedure is illus-
trated in Figs. 8a and 8b. It is desired to
select a viscoelastic material and predict the
response of the cantitever beam of Fig. 2 when
the design criterion Is to maximize damping for
the frequency range of 300 to 1100 Hz. The
approach will be to mode! the cantilever In
terms of a set of normal modes calculated from a
sequence of finite element models. Each model
will be consistent with the core material pro-
perties only for one mode. That is, the model
for mode n will have values of G, and No» which
are characteristic of the core material at
frequency f,, the calculated n'th natural fre-
quency. It is clear that an Iiterative solution
will be required

One begins by making severa! normal mode

runs for a range of different core shear modull,
A set of natural frequencies and damping ratios

SAN ol SO Y

MR B f~¢~1}1*.,:' N
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Is obtained for each value of G,. The normal-
ized structural damping factor and first few
natural frequencies are plotted vs. G, as shown
in Figs. 8a and 8b, respectively. can be
seen from Fig. 8b, the second and third modes
occur in the frequency range of interest (300 to
1100 Hz), Figure 8a shows that 200 < 65 < 1,000
psi will optimize damping for modes and 3.
Therefore, a material should be selected that
has a high loss factor for the frequency range
of 300 to 1100 Hz and a shear modulus between
200 and 1,000 psi in this frequency range.
Using this criterion, the material 3M-467 was
selected, and Iits properties are shown in Fig.
8b. Also in Fig. 8b, the natural frequencies of
modes 1 though 5 are plotted vs. Gp. Curves are
drawn for each mode, and the intersections with
the material property curve are found as shown.
Each intersection represents the value which
is appropriate for calculating the damping of
the assoclated mode. This set of runs is de-
noted as 4, 5 and 6 In Fig. 8. One of these
runs, usually with an intermediate value of core
shear stiffness (hereinafter called G $)e is
selected as the source for the final vaﬁues of
modal stiffnesses, masses and shapes which are
used in subsequent response calculations,

When modal parameters obtained by the above
procedure were used to calculate frequency
responses, it was found that the result differed
from those obtained by the direct frequency
response method with variable core properties.
Modes below the frequency corresponding to G.g¢
showed too much damping, and modes above ?f
showed too littie. A simple empirical correc-
tion, which was found to work well, was to
multiply the damping ratios obtained by the
iterative modal strain energy method by

w }/Grate The results are shown in Figs. 9a
ref g

andn10a. These figures give a comparison of the
displacement and acceleration admittance calcu-
lated by the modal straln energy method and a
direct-frequency response method with frequency
dependent material properties. It may be seen
that the comparison Is quite good, particularly
around the second and third modes. The static
stiffness and first natural frequency obtained
by the modal strain energy method are somewhat
high because G.. ¢ is substantially higher than
Glwy)e

It is not known precisely why the above
correction works so well. It was originally iIn-
troduced on the theory that one should try to
adjust the entire coefflicient of modal velocity
(2w n,) In the modal equation of motion to
account for frequency-dependent properties;
however, this reasoning Is questionable since Wy,
depends also on tace sheet stiffness, and is not
simply proportional to /G of the core. Present
plans are to test this correction factor for
more general structure geometries and, If It
works, pursue a more thorough Investigation of
why.

Atso plotted in Fig. 8b is the variation In
Gy and np for the material 3M-467 at 75 degrees
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Fig. 9 - Displacement admittance of a sandwich cantilever beam with frequency-dependent

core material properties.

Fahrenheit, This variation is due to the scat-
ter in material test data. It was of Interest
to compare the uncertainty due to material
properties with the uncertainty due 1o the
analysis methods. Figures 9b and 10b give the
displacement and acceleration admittance func-
tions obtained by the direct frequency response

The use of only undamped mode properties in
estimating modal loss factors is essential If
computation costs are to be kept within reason-
able limits, |t has been demonstrated here that
this economy can be obtained without unaccept-
able loss of accurary relative to complex eigen-
value methods. The basic energy ratio relation

method using the material high and low [imits. is vatid even for viscoelastic loss factors of A
Comparing Fig. 9a with Fig. 9b, and Fig. 10a 1.0 - 1.5, which are desirable and common in S
with Fig. 10b shows that the uncertainty due to current damping materials. "3.-
material properties outweighs the uncertainty {7y
due to the analysis methods. The basic method can obvious!y be imple- s ‘a'
mented with any of a number of commercial finite !'.‘t'
CONCLUS ION element codes. However, certain features of " )
MSC/NASTRAN make it well suited to the analysis =
The modal strain energy method has numerous of viscoelastic sandwiches. In particular, the
attractive features as a means of estimating QUAD4 shell element with offset capability A
damping in structures with constrained visco- allows mode!ing of constraining and base layers 1A
elastic layers. Primary among these Is the fact with 2 minimum of artifice. Calculation of Yo
that it may be Implemented with a modern finite element strain energles and energy distributions by
element code which is wldely accessible and are avallable as a standard option. The exten- ot
famillar to a large number of engineers., The sive selection of elements allows the method to !
method would fit quite naturally into the design be applied to a wide range of structures, al-
process for structures with Integral or added though constrained layer viscoelastic is most ALy
dampling. I+ provides Iinformation of direct commonly empioyed for controlling flexural ,!'-g \
usefulness In designing a damping treatment. vibration of piate sections, j\$ X
v
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Plans for future work include analysis and
comparison fto experiment for several real struc
tures. Among these will be a doubly curved thin
shell and a stiffened tube. The tube will be
modeled and tested with and without an add-on
constrained layer damping treatment.
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DYNAMIC BEHAVIOR OF LATHE SPINDLES WITH ELASTIC SUPPORTS
INCLUDING DAMPING BY FINITE ELEMENT ANALYSIS

A.M. Sharan, T.S. Sankar, S. Sankar
Department of Mechanical Engineering
Concordia University, Montreal, Canada

This paper presents the free-vibration behavior of a lathe spindie-workpiece
system using finite element analysis. The investigation is carried out in
three parts which are:’ (1) The classification of the end condition at the
running center, {2) The determination of the undamped natural frequencies and
the corresponding mode shapes, and (3) The effect of bearing stiffness on the
natural frequencies as well as the mode shapes. The theoretically computed
natural frequencies are compared with the experimentally obtained frequencies.
The end condition at the running center is classified based on the sum of the

squares of the residues between the experimental and the theoretically ob-
tained natural frequencies. The undamped mode shapes are explained in terms
of the interacting play between the inertia forces, the flexural rigidity of

the system, and the spring forces.

INTRODUCTION

Improving the accuracy and surface finish
of a machined product has always been the
objective in manufacturing engineering. The
accuracy and the surface finish are greatly
affected by the vibrations arising in the
machine operating. A proper design of a
machine tool spindle would greatly reduce the
vibration levels and hence would improve the
quality of the workpiece produced. Some of the
factors which influence the static and the
dynamic stiffness of the spindle are: (a) sec-
tional rigidity, (b) spacing of the bearings,
and (c) the stiffness of the bearings.

The spindle-workpiece system is subjected
to a combination of harmonic and random forces
{13, during a turning operation. Therefore, a
good design would require a high dynamic stiff-
ness in the spindle-workpiece system having
elastic supports with damping. In a lathe, the
equivalent stiffness of the spindle-workpiece
is usually considerably less than that of the
other parts of the machine [2]. Several
authors [3-5] have developed mathematical
models of the machine tool under self-exited
and forced vibrations, and established stabil-
ity criterion in terms of the rotational fre-
quency of the system, Studies using pulse
technique [6] and an analog computer technique
[7] have been used to explain the dynamic
behavior of the spindle.

PRI AR
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The purpose of the present paper is

a) To investigate the nature of the end
conditions of the workpiece supported at the
running center i.e. to determine whether the end
condition can be classified as hinged or clamped
support.

b) To calculate the undamped natural fre-
quencies and mode shapes of the spindle-work-
piece system using finite element analysis.

¢) To compare experimentally obtained fre-
quencies with the theoretically computed natural
frequencies.

d) To study the effect of the bearing
stiffness on the natural frequencies and the
mode shapes of the spindle-workpiece system.

FORMULATION OF THE MATHEMATICAL MODEL

A typical lathe spindle {s shown in Figure
la and its discretized model is shown in the
Figure Tb., A schematic model of the spindle-
workpiece system is shown in the Figure 2a,
where one end of the workpiece 1s held in the
chuck, and the other end is supported by the
running center, The two bearing supports, in
both Figures 1b and 2a, are considered to be
flexible with elastic support and damping.

The equation of motion of the lathe spindle-

workpiece system supported by elastic bearings
with damping can be written as [8]:
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- '(x) 32U!x.t)
at?

- k{x)U(x,t)

- cfx) ﬂg%lﬂ

as = fext(x’t)'

and the assocfated boundary conditions.

In equation (1) ft 1s assumed that the
effect of rotary inertia and shear deformation
are negligible. The terms on the right-hand
side are the inertia forces, the spring forces
at the bearings, the damping forces, and the
externally applied forces. Referring to the
Figure 2a, the system has been subdivided into
12 parts. Since the main objective of this
paper is to fnvestigate the nature of the end
condition at the running center, the fourth
order partial differential equation (1) has to
be solved for the different sets of the boundary
conditions at the running center. In this paper
as a first case, the workpiece has been assumed
to be hinged at the running center and there-
fore, the boundary condition would be

2
=0, and EI(x) ﬂ(l;ﬂ
X

x=0

U(X.t) =0 (2‘)

x=0

In the second case, the workpiece has been
assumed to be clamped instead of hinged there-
fore, the corresponding set of boundary con-
ditions can be written as

B 2N R al ¥al Sk ¥ot Sad v daf At tRY

2
—a— El(x) a_y_(i.lﬂ =0
ax axz

x=L

where L is the total length of the combined
spindle-workpiece system.

The finite element model of a shaft-element
of the spindle-workpiece system is shown in
Figure 2b. The partial differential equation
(1? along with the boundary conditions (2a),
(2b) and (3) has been solved by expressing the
displacement at any point in the system as

4
y(x ot) = fE] ¢ (x)) wy(t) (4)

where ¢;(x,) 1s the shape function, x, is the
local position coordinate, and wi(t) is the
Joint displacement function.

For a free vibration problem, the equation
(1) and (4) can be combined and after some
mathematical operations [9] can be written as:

3x 2 2x?
y(x ,t) = L+ ——lg)w (t) + (5)
1 .Qz 23 1

X 2x %2 x3 2 2!
Lol L) aw(t)+ L S |
% 22 2’3 2 12 23

x12 xx3 |
N’(t) - —2-2— - 2—3) L Nh(t)

where £ is the length of the element.

Now using equation (5) in the Lagrange's
equations of motion of the element will yield

U(x,t - the elemental inertia matrix [m], stiffness
U(x,t) =0, and X 0 (2b) matrix [k], and damping matrix [c] as:
x=0 x=0
156 222 54 -3
The boundary condition for the free end of the [m] = fg% ggl l;: 1;22 _Egi
spi?dle in either of the above mentioned cases 138 -302 _220 452
would be L .
32u(x,t 124k 62 =12 62
R 2 -6t 124k -62
X 62 202 -6¢ 47
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Adding the contributions due to all the ele-
ments, the equation of motion of the spindle-
workpiece system can be represented by the
matrix differential equation

) {o}+ e1fu}s a3 o= f0) (@)

where [M], [C] and [K] represent the global
mass, damping and stiffness matrices {26 x 26)
respectively obtained by assembling the ele-
mental matrices.

The homogeneous part of the matrix differ-
ential equation (6) was solved by modal analysis
[10], utilizing the two sets of boundary con-
ditions given in the equations (2a), (2b), and
{3). The variation of the mass and the stiff-
ness along the spindle-workpiece system used in
the analyses are shown in the Figures 3(a) and
3(b) respectively. It should be noted that in
these two figures, both the mass and stiffness
of all sections have been normalized with
respect to the mass and the stiffness of the
chuck. Also, the front end (chuck) bearing
stiffness k,, has been taken as 3.19 times the
rear bearing stiffness k,,, in all computations.
(Refer to Figure 2(a)). In other words, the
ratio of the stiffness of the front- and the
rear bearing has been held constant while the
front bearing stiffness has been varied, thus
the effect of the bearing stiffness on the
natural frequencies and the corresponding mode
shapes can be studied.

EXPERIMENTAL SET-UP

In order to estimate the nature of the
boundary condition at running center, a 12 hp
Demoor type Lathe, Model No. 821A, was selected.
A workpiece, AISI 1020 steel, 0.051 m (2 in.)
diameter, 0.302 m (13 in.) long was selected and
held between the chuck and a running center. An
electromagnetic shaker, type B & K - 4812 with
a specification of maximum force of 44.5 N
(100 lbf) and displacement 1imit of 0.013 m
(0.5 in.) was selected to provide sinusoidal
force excitation to the spindle-workpiece system
through a push rod. A schematic diagram of the
experimental set-up is shown in Figure 4. A
pictorial view of the actual instrumentation and
the workpiece-shaker system is shown in Figures
5(a), and 5(b) respectively.

An accelerometer, B & K - 8302, having a
sensitivity of 10 pc/g was mounted to the chuck.
The output signal of the accelerometer was con-
ditioned using a charge amplifier B & K 2626 and
then amplified by a Kistler 504E voltage amplfi-
fier, The amplified signal was plotted on a
H.P. 7004-B x-y plotter, and at the same time it

was recorded on B & K 7000, 4 channel tape
recorder. An oscilloscope, Tektronic Model
201-2 was also used to observe the signal which
was being recorded. One end of a Kistler 931A
force transducer was screwed on to the push rod
of the exciter, and the other end of the force
transducer was rigidly connected to the work-
piece. The output signal from the force trans-
ducer was conditioned and connected to the
shaker exciter control in order to maintain a
constant excitation force. The exciter was
statically loaded at first, and then the
spindle-workpiece system was excited within the
range of 25 Hz to 1500 Hz with a constant
dynamic force of 44.5N (100 1b¢), and at a sweep
rate of 1000 Hz/minute.

RESULTS AND DISCUSSION

The finite-element analysis of the spindle-
workpiece system outlined in equation (6) was
solved for free vibration using a COC Cyber 174
with zero damping. The parameters used in the
analysis are shown in Table 1. The theoreti-
cally calculated values of the undamped natural
frequencies for both types of end condition for
the running center are listed together with the
experimentally obtained values in Table 2.
These results are also plotted in Figure 6. The
variation of the first five natural frequencies
as a function of bearing stiffness is shown in
Figure 7. Figures (8) to (12) show the first
five undamped mode shapes.

Since the electro-dynamic shaker has a low
frequency limitation (i.e. to maintain a con-
stant force in the low frequency region, the
exciter displacement will exceed the maximum
allowable Yimit), the first two natural frequen-
cies were not detected experimentally. Refer-
ring to Tabie 2, theoretically calculated
values of the undamped natural frequencies for
hinged and ciamped support conditions l1ie in the
close proximity of the experimentally obtained
values. Based on a comparison of the percentage
error in the first five natural frequencies, the
hinged condition has an error of less than 8% in
comparison to the clamped condition which as a
maximum error of 20%. Considering the twelve
theoretically calculated natural frequencies,
the calculation of the root sum squared (RSS)
error for hinged and clamped conditions also
show that the hinged condition has an error of
3.3% less than the clamped condition. Based on
this, 1t is possible to conclude that the
hinged support at the running center for a
spindle-workpiece system is a better representa-
tion of the actual system. This indicates that
there is a significant resistance to bending
moment at the running center.

In order to study the influence of bearing
stiffness on the free vibration of the spindle-
workpiece system, the finite-element analysis
was repeated for variations in the front end
bearing stiffness, keeping the stiffness ratio
of the two bearings a constant. The results are
{1lustrated in Figure (7) which indicate that
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the first natural frequency increases rapidly
at first and then reaches a constant value for
values higher than 4 times the original stiff-
nes.

The second, the third, and the fourth
natural frequencies are quite sensitive to the
change in the stiffness of the bearings. They
show quite a large change due to the variation
of the bearing stiffness. On the other hand,
the fifth natural frequency remains almost
unaltered due to the change in the bearing
stiffness.

The undamped mode shapes can be best under-
stood by referring to the Figures 2(a), 3(b),
6, 7 and any particular mode shape such as
Figure 8. In the free vibration of the spindle-
workpiece system under consideration, there is
an interaction between the inertia forces, the
spring forces of the bearings, and the flexural
rigidity of the system. The deflection of any
section is governed by the above mentioned
forces. For the mode shapes as shown in Figure
8, the hinged end is on the right and the free
end is on the left. In the first mode, for low
values of front bearing stiffness, there is
considerable bending in the workpiece due to its
slenderness, and at the same time the spindle
remains unbent. This results in the large
deflection at the free end. The spring forces
due to the bearings are not large enough to
introduce any bending in the spindle which has
considerable flexural stiffness. However, as
the bearing stiffness is increased, the deflec-
tions at the bearing locations decrease, and
consequently there is bending in the spindle.
This results due to the fact that the natural
frequency increases with the increase in bearing
stiffness. Also in the first mode, due to large
inertia forces at the chuck, the deflection at
the front bearing is larger as compared to the
rear-bearing even though the front bearing is
3.19 times stiffer than the rear bearing.
Referring to the first mode it can also be seen
that increasing the stiffness of the bearings
increases the deflection in the workpiece and
has little variation in the mode shape for
large stiffness values, Based on these results,
it should be noted that the selection of bearing
stiffness based on the first mode is not
straight forward.

Figures 9, 10, and 11 show the second, the
third and the fourth mode shapes and have con-
siderable change in the mode shapes due to
variation of the bearing stiffness. The expla-
nation of this can be detected from Figure 7,
where one can see that the corresponding natural
frequencies undergo large variation as the
bearing stiffness changes. As a consequence,
there would be a larger change in the inertia
forces. Since the system has complex distribu-
tion of the stiffness along its length, the
interacting forces result in the complicated
mode shapes which are quite sensitive to any
change fn the bearing stiffness.

It can be seen that for second, third and
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fourth modes as the front end bearing stiffness
increases, the maximum deflection of the work-
piece increases initially and then decreases
with the minimum value of the peak deflection
occurring in the fourth mode. Comparing the
deflection at the bearing locations, the ampli-
tude increases and then decreases for the third
and fourth modes at front end bearing while for
the second mode, the deflection decreases ini-
tially and then increases. Increasing the
stiffness of the rear end bearing, increases the
deflection in the third and fourth modes, but
the second mode, the deflection increases ini-
tially and then decreases.

The fifth mode which is shown in the Figure
12 is almost insensitive to changes in the
bearing stiffness. This is due to the fact that
the fifth natural frequency is almost not influ-
enced by any change in the bearing stiffness.
Therefore, the inertial forces do not change
very much.

CONCLUSIONS

This paper presents the dynamic behavior of
the lathe spindles with elastic supports in-
cluding damping by finite element analysis. The
equation of motion representing the spindle-
workpiece system is characterized by a fourth
order partial differential equation with its
associated boundary conditions. A finite ele-
ment analysis using cylindrical (shaft) elements
are used in conjunction with the modal analysis
to compute the undamped mode shapes and the
natural frequencies of the spindle-workpiece
system. The workpiece support at the running
center has been modelled as hinged or fixed
support and the theoretical results were com-
pared with the laboratory experiments to clas-
sify the nature of the support condition. The
effect of varying the spindle-bearing stiffness
on the natural frequencies and modes shapes are
also presented.

Based on this investigation, the following
conclusion can be drawn:

1. A conceptional model of the spindle-
workpiece system is developed which utilizes
finite element and the modal analysis tech-
niques.

2. The end condition of the workpiece sup-
ported by the running center can be better
represented by hinged condition as compared to
the clamped condition,

3. The first natural frequency is sensitive
to any changes in the low bearing stiffness at
the lower range but reaches a constant value at
the higher bearing stiffness range.

4, The second, the third, and the fourth
natural frequencies are very sensitive to any
changes in the bearing stiffness.
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5. The fifth natural frequency is insensi-

tive to any changes in the bearing stiffness.
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NOMENCLATURE

(1]

Matrix

Differentiation with respect to
time

Modulus of elasticity

Diametral moment of inertia

"‘;ﬁ“ -...:&"--.“. N

L Total length of the spindle-
workpiece system

U Global displacement coordinate.

[m},[k),[c] Mass, stiffness, and damping
matrices respectively

c Damping at the bearings
foxt Externally applied force
k Stiffness of the bearings
L Element, length
m Mass per unit length
t Time
w Joint displacement coordinate
X Global displacement coordinate
along spindle-workpiece system
X Local displacement coordinate
! along spindle-workpiece system
y Displacement in the local
coordinate
¢ Shape function
TABLE 1

Parameter Values of Spindle-Workpiece System

PARAMETERS VALUES OF THE

PARAMETERS

Modulus of Elasticity | (30 x 10° 1bs/inch)
206,456 x 10° N/m

(75 1bs) 33.975 kg.
Diameter of the Chuck | (10") 0.254 m

Mass of the Chuck

Stiffness of the Front | (8.74 x 10° 1bs/inch)

Bearing 1514 x 10° N/m

Stiffness of the Rear | (2.741 x 10° 1bs/inch)

Bearing 474.81 x 10° N/m
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Fig. 1b: Discretized 7-mass spindle system.
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FINITE ELEMENT ANALYSIS OF VISCOELASTICALLY DAMPED !

SANDWICH STRUCTURES "y

)

M. L. Soni :

University of Dayton Research Institute s*'

Dayton, Ohio 7

..Cl.»

This paper addresses the problem of finite element Ny

modeling of the sandwich type structures typical of .
constrained layer damping designs. Existing modeling )
techniques are examined and a new finite element program ) A

with improved modeling capabilities is described. The §|'

new program is applied to the frequency domain vibration eﬂ.
analysis of viscoelastically damped sandwich structures. A

Damped resonance frequencies and modal loss-factors are ol
obtained from the direct solution of complex structural we
equations of motion. Modal loss-factors are also et
calculated from the energy weighted loss-factors of ‘nﬁ
components. Damped deflection shapes rather than ‘kg
classical normal modes are used for this purpose. The %,c:.
application of the developed program is demonstrated in ‘J;

two typical damping analyses. T

vq*

INTRODUCTION boundary and initial value problems ”ﬁs
from diverse areas of mechanics. How- RN

The application of surface damping ever, its application in damping analy- eh
treatments consisting of one or more sis is relatively recent (3,4,5,6] and 4,
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layers of energy absorbing viscoelastic
material is a common device for reduc-
ing vibration-induced stress and dis-
placement amplitudes in many aerospace
structures (l1). Due to the wide vari-
ety of possible damping treatment
designs, reliable methods for the
analytical determination of resonant
frequencies and overall damping
properties of the resulting structure
are required to determine the most
effective damping treatment.

Methods of elastic analysis
together with the closed form solution
techniques have been in use in the
layered damping analysis for over two
decades. A review of the literature
on this subject is given in [2]. These
analytical models are applied within
the restrictions of a particular set of
layered geometry, boundary conditions
and assumed modes of deformation; and
intractable difficulties are encoun-
tered when extended to multilayer
treatments, complex geometries and
boundary conditions. The method of
finite element analysis has been
successfully employed in solving

as such some problems particular to
damping analysis have not received
enough attention.

Figure 1 shows some typical sand-
wich constructions encountered in con-
strained layer damping design. In each
case the relatively soft viscoelastic
material (called the core) is sand-
wiched between thin, high modulus
constraining layers (the face sheets).
Direct stresses are resisted primarily
by ‘the face sheets while the core layer
separates the faces and acts primarily
in transverse shear. Typically, shell
elements are used to discretize the
constraining layers and either solid or
shear panel elements are used to dis-
cretize viscoelastic layers (7,8). The
shell elements available im most
programs utilize translation as well as
rotations as nodal degrees of freedom
whereas the solid or shear panel
elements employ translation alone as
the nodal degrees of freedom. Further-
more, the shell element represents the
midsurface of the structure (layer) it
is used to model, the thickness 1is
treated as constant and edges are
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Fig. 1 - Typical Sandwich Constructions
in Constrained Layer Damping
Treatment.

required to be normal to the midsurface.

Difficulties in modeling geometry and
boundary conditions are encountered
when one attempts to use these elements
to discretize the sandwich structures
such as those shown in the figure.
Enforcement of displacement compatibil-
ity at shell-solid interfaces requires
the use of linear constraints between
the shell displacements and rotations
and the pure translational degrees of
freedom of solid elements. is is a
tedious and error prone process. For
branched shell structures shown in the
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figure enforcement of displacement con-
straints produces rigid links at sharp
discontinuities in the surface shape
leading to artificially stiff solu-
tions. Furthermore, due to the two
dimensional nature of these shell
elements the treatment of sandwich
damping designs requires the use of
offsetting the shell element from the
grid points of adjoining solid ele-
ments. For multilayer damping designs
this may be unduly cumbersome.

This paper describes the formu-
lation of the forced damped vibration
problem and its finite element imple-
mentation. A finite element library
with improved geometric modeling
capabilities developed for general
nonlinear transient stress analysis in
[9,10) is used in the finite element
implementation of the present formula-
tion. Next, a method is described for
calculating modal damping using the
forced damped response, followed by a
description of two sample damping
analyses demonstrating the application
of the developed program.

FORMULATION

The formulation is based on the
virtual work equation

I(cﬁseij + puiéui)dv = Jbisuidv
v \'

+ [E 0u,0a e}
v

where 055, e;; and u; are respectively
the stress, strain, snd displacement at
a point within the body V of the visco-
elastic _structure with surface 3V, and
i and E4 are prescribed body and sur-

face forces, respectively. For the
steady state dynamic equilibrium of the
body undergoing time harmonic motion,

£, o= Fy exp(iwt)

uy = U1 exp(iwt)
: 2)
5k = kj exp(iwt)

where { = /-T and w is the vibration
frequency. The multinliers of the ex-
nonential functions in Eouation 2 are
the peak amplitudes and are in general
comnlex quantities. The viscoelastic
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damping behavior is accounted for
through the stress-strain law

S = (§R +1i §I) € (3)

where QR and §I respectively are the
tensors characterizing energy storage
and dissipative behavior of the
material. In the present work the
above equality is specialized to that
for the material with proportional R
damping, thus replacing gl by n(w,t)E",
where n is the material loss-factor, a
function of both the vibration fre-
quency w and the temperature T. The
loss-factor is assumed to be the same
in both dilatation and shear. The case
of distinct dilatational and shear
loss-factor, and also that of nonpro-
portional damping, can be introduced
through appropriate EI without sacri-
ficing the computatiBnal advantages

of the above stress-strain law.

Combining Equations 1, 2 and 3,
we obtain

* 2 *
l(Eijkleklaskl - pwTuy Uy)dv

*
- IFjGUjdA (%)
av

where Ei represents the complex
modulus ék&sor of Equation 3, and the
asterisk denotes complex conjugation.

The general procedure for formu-
lating finite element equations from
the virtual work principle is well
known and is only briefgy described
here. The finite element formulation
used here seeks to find the displace-
ment field Uj; such that it satisfies
the displacement constraints imposed
on the boundaries of the structure and
satisfies the above virtual work
equality. The finite element equations
are obtained by discretizing the domain
V into elements and approximating the
displacement distribution within each
element. For arbitrary values of
virtual disnlacements, this procedure
then leads to a complex set of linear
algebraic equations of the form

K - Ml = F (5)

where, K is the complex structural
stiffness matrix, Y is the mass matrix,
U is the vector_.of complex nodal dis-
placements and F 1s the vector of
nodal forces.

The complex structural stiffness
matrix K is obtained by summing up the
individual element stiffness matrices,
i.e.,

k= K+ g
and
R n T.e
!-( -eE]_AI-(A
I, T, epe
K o1 V(K A
Similar'y,
noT.e
RS o

where K® is the element stiffness
matrix, n is the number of elements, A
is a matrix defined from element nodal
connectivities, n® is the element
material loss-factor, and M~ is the
element mass matrix. For a typical
element with the shape function matrix
N and the strain-displacement relation
matrix D, the element matrices are of
the form

ke - ]veyTERde

and

e - I pNNaV
ve

where p is the material density and V
represents the volume of the element,
The above procedure allows the formu-
lation of response problems where all
or part of the structure is damped.
The frequency dependence of material
properties is implemented in the
program through user supplied frequency
versus material property tables or
agpropriate equations. The details of
the derivation of various matrices are
given in [11], wherein a general case
of viscoelastic structures vibrating
about an initially stressed state such
as that due to rotation is considered.

Equation 5 yields the complex
eigenvalue problem of damped vibrations
by setting the nodal force vector to
zero. In this paper the complex eigen-
value problem is not solved. Instead,
the damped resonant frequencies and




o corresponding modal damping factors are
' obtained by solving Equation 5 for a
number of frequencies at constant magni-

yy tude of excitation force. The loss-

* factors of the built-up structure are

:} also obtained as the weighted sum of

o the loss factors of the individual

W, components (elements), the weighting

& factors being the energy stored in

b each of the components, i.e,

"W

W . ny wj(1)

() max

! gy = +— (6)
(1)

:5 § wjmax

where ngy is the structure loss-factor,
ny is the mater i loss-factor of
eiement jand W is the peak elasﬁic
W strain energy o el ement j in th
) mode. In the calculation of Wzégx, the
y. damped deflection shapes are use

i rather than the undamped normal modes
used in [7] and [13].

MAGNA-D COMPUTER PROGRAM

] The finite element program

3 MAGNA-D has been specifically developed
&S for steady-state dynamic analysis of

- large three-dimensional structures
vibrating about initially stressed

o3 configuration. The program modules
2, include static stress analysis, eigen-
7 value analysis and damped forced
j vibration analysis. The program uses
o out-of-core skyline matrix storage and
"W factorization scheme. The eigenvalues
: are extracted using a simultaneous
iteration method. The unique features
oY of the program are its modular gtogtam-
W ming and element library. In the
ool following the finite elements used in
pot the discretization procedure are
::‘ described.
]
< FINITE ELEMENT LIBRARY
¢
, The finite elements currently
o implemented in the MAGNA-D vibration
‘?: analysis program are:
)
1y 1. Three-Dimensional, Iso-
’ arametric Solld with Variable Number
v of Nodes. This element Is based upon
~ a variable order of interpolation for
e both geometry and displacements and
s may contain from eight nodes (trilinear,
:“ eight-node brick) to 27 (triquadratic,
) 27 node brick). The nodal configura-
tion for the element is shown in
Figure 2. The vertex nodes (1 through
- 8) are the minimum number required to
¢ define the element geometry. Each of
|} the nodes 9 through 27 are optional, to
O
h
l‘.
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permit a great variety of local node
patterns. The flexibility afforded by
this element is particularly useful in
constructing transitions between coarse
and fine regions of finite element
models. Typical uses of this element
are in the modeling of solid continua,
and thick to moderately thin shells.

2. Three-Dimensional, Iso-
parametrIc EIght-Node Brick. This
element Is a speclally programmed
version (for more efficient computa-
tions) of the variable-node solid
element. Both the geometry and
displacement field of an element are
represented by trilinear polynomials.
Nodal configuration of the element is
shown in Figure 2. This element models
simple states of stresses accurately and
performs very well in layered sandwich
constructions where the core layer acts
primarily in transverse shear. The core

Eight-Node Solid Element
Fig., 2 - MAGNA-D Finite Element Library.
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Fig. 3 - Conventional Shell Element

layer can be effectively modeled with
this element using one point
integration.

3. 1Isoparametric, Eight-Node
Thin Shell Element. The elght-node
thin shell element shown in Figure 2 is
an isoparametric element similar in its
geometry, nodal configuration and nodal
variable definition to the eight-node
brick element. The element has nodes
at the upper and lower surfaces rather
than at the shell midsurface. Each
node ¥oint is permitted three nodal
translation degrees of freedom. 1In the
formulation of this element the con-
straints of transverse normal and shear
beahvior of the Kirchoff shell theory
are enforced through the use of penalty
function. The details of the penalty
function formulation and the develop-
ment of the shell element are given in
[9]. Briefly, a penalty function,
which consists of terms appended to the
usual element strain energy, associates
a high level of strain energy with
elements directly from three-dimen-
sional elasticity theory, and thus
permits the shell element to be based
upon displacement degrees of freedom
only. In contrast, in the formulation
of conventional shell elements, the
behavioral constraints of shell theory
are introduced through the use of
either additional unknowns as nodal
rotational degrees of freedom or
through the use of gradients of trans-

verse displacements. Figure 3 shows a
conventional shell element for compari-
son. The choice of nodal locations and
the degrees of freedom make the penalty
function shell element fully compatible
on all exterior surfaces with other
shells (of the penalty-function type)
and with the conventional solid iso-
parametric elements. The shell element
can be of variable thickness and the
lateral boundaries of the element need
not lie along the normal to the shell
midsurface. Layered shells, sandwich
constructions, transition between shells
and solids or branched shells are thus
easily modeled without special
constraints.

All of these elements are fully
compatible, isoparametric elements with
arbitrary orientation in three-dimen-
sional space. A unique feature of the
element library is the exclusive use of
nodal translations as external degree of
freedom in all element types. With this
convention, any two elements of differ-
ent types having similar nodal configur-
ations may be joined directly, providing
complete compatibility of displacements
of interelement boundaries. This com-

W

solid shell
elements elements

LAYERED/SANDWICH STRUCTURES

GENFRAL SHELL JOINTS/BOUNDARIES

FULL COMPATIBILITY WITH SOLIDS

Fig. 4 - Typical Modeling Capabilities
of MAGNA-D Element Library.
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patibility provides a greater flexibil-
ity over the existing finite elements

in the modeling of practical structures
and eliminates the possibility of
incorrect definition of constraints at
element interfaces and the specification
of artificial stiffness. Figure 4 shows
some of the modeling capabilities of the
above element library.

NUMERICAL EXAMPLES

Two sample applications of the
finite element program developed are
presented to demonstrate its accuracy
and modeling capabilities.

1. Sandwich Cantilever Beam.
The first case considered iIs that of a
cantilever beam with constrained layer
damping treatment. This problem has
been studied extensively in various
analyses and experiments [2]). The
effect of shearing capability of the
viscoelastic layer upon the damped
frequency and loss-factor of the
composite beam was first analyzed for
infinite length beams in [12] using an
effective stiffness method and the
classical fourth order theory of
elastic plates. In [13] energy
approach was introduced to define the
beam loss-factor. For finite length
beams a sixth order theory was derived
in (14), however, the loss-factor versus
natural frequency behavior was shown to
be independent of the boundary condi-
tions, The theory has been further
refined and solved for various boundary
conditions in [15,16]. The problem has
also been analyzed using various finite
element programs [6,7,8,17}. More
recently the sandwich beam has been used
in damping characterization of polymeric
materials [18].

The geometry and material proper-
ties of the beam shown in Figure 5 are
those used in an actual test specimen
[18]). Two different cases of damping
layer materials are considered. In the
first the damping layer is taken to be
3M-1SD468 adhesive with the frequency
and temperature dependent material
properties found {n [18]; in the second
case a hypothetical damping material
with frequency-invariant material
properties is used (7,17].

The base and the constraining
layers are discretized using the eight-
node thin shell elements and the solid
element with eight corner nodes and
reduced integration are used to model
the damping layer; each layer employed
22 elements of respective type. A total
of 184 nodes with 440 active degrees of
freedom were used in the model. Damped
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Layer

Layer p//

MATERIAL PROPERTIES
FACE SHEETS: E= 10 x10® psi
v= 0.3
p= .1 1bs/in3

DAMPING LAYER:
{(a) Constant Material Properties
G= 100 psi
p= 0.035 lbs/in3
n= 0.0, .1, .2, .3, .6, 1.,
1.5
(b) Material ISD 468 at O°F

Fig. 5 - Cantilevered Beam with Con-
strained Layer Damping
Treatment.

forced response is obtained using the
complex stiffness method for the first
six flexural modes of vibrations.

Figure 6 shows the amplitude-
frequency response for the beam with
ISD-468 as the damping layer material.
The frequency dependent shear modulus
and loss-factor for the material are
obtained from the reduced temperature
nomogram shown in Figure 7. The damped
frequencies and corresponding modal
loss factors obtained from the finite
element analysis are compared to those
of laboratory experiment in the
following table.

TABLE 1
Frequency (HZ) Modal Loss Factor
Mode | FEA* | Experiment | FEA Experiment
1 82, - .0049 -
2 505. 510. .0101 .006
3 1394. 1402. .0123 .009
4 2690. 2699. .0148 .014
5 4375. 4380. .017 .018

*FEA = Finite Element Analysis
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The values of damped resonance
frequencies are in excellent agreement
and the modal logs-factor also compare
well except at very low damping. This
discrepancy may be attributed to the
errors in the measurement. At very
small damping the sharpness of the
amplitude-frequency response curve
makes it difficult to locate the half
power bandwidth points. For further
comparisons, the beam problem with
frequency independent material
properties is solved for various values
of core loss-factor. The results are
presented in Table II where the
corresponding results of sixth order
theory [17] are also shown. The two
analyses are excellent agreement for
the range of frequencies and core
loss-factors considered.

The modal loss factors are
obtained with good accuracy using the
strain energy method Equation 6,
whereas those obtained using the half-
power bandwidth method are sometimes in
error depending upon the accuracy of
curve fit. For most practical values
of the composite loss-factors, however,
the ratio of energy (loss-factor
parameter) stored in the damping layer
to the energy stored in the entire
structure is independent of the core
loss-factor as seen in Figure 8 and,
therefore, the procedure using undamped

I.'W

Mode 1

IT?T[

FS
I

Loss-Factor Parameter (= modal loss

factor/core loss factor)
T

L1 llJlHl —
2

.xs-zxL—~1*J~1JJ‘|d

2 4 0B
. 1E-P1 . JE-02

Core Loss-Factor

4 68
. 1E+21

Fig. 8 - Loss Factor Parameter Versus
Core Loss Factor Behavior of
Sandwich Beam.
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normal modes, obtained from the eigen-
solution of the corresponding undamped
system as suggested in [7] may be more
economical to use. However, within the
limitations of proportional damping, the
method used in this paper to calculate
modal damping, yields results consistent
with the sixth order theory.

2. Enamel Coated Turbine Blade.
This example IlIustrates the capability
of the developed program to predict
natural frequency and damping of a
structure having complex geometry and
anisotropic material properties.
Figure 9 shows a jet engine turbine
blade. High cycle fatigue in a high
temperature and centrifugal force
environment causes the blade to fail.
The feasibility of usin% inorganic glass
and vitreous enamel surface coatings to
alleviate this problem is currently
being studied [18). 1In the following
the preliminary results of the analysis
of the damped nonrotating blade is
presented and where available the com-
parison is made with experimental
results. The finite element program
described in this paper was used in the
analysis [18].

The blade considered in this study
has a sawtooth root, a rectangular
extended hollow neck, a platform and a
hollow airfoil. The pressure and
suction sides of the airfoil are
connected through 74 pins (.049 in.0.d).
The blade is made from a directionally
solidified nickel base alloy giving it
anisotropic elastic properties. For
this study, only the airfoil section of
the blade is discretized and total
displacement fixidity is imposed at the
platform section. Instead of modeling
each of the 72 pins connecting the two
airfoil sections, a volume-average-
effective-modulus approach is used to
replace the bars with an equivalent
homogeneous anisotropic elastic solid
‘core' occupying the space between the
airfoil sections. Surface coating of
.01 inch thickness of glass enamel is
used as a damping material, .005" inch
thick layer of nickel is used in the
constraining layer. Shell elements of
the present program are used to model
airfoil and the constraining layer
whereas solid elements with reduced
integration are used to model the core
and damping layer. Figure 10 shows the
finite element model. A total of 928
degrees of freedom were used in the
model. The natural frequencies and
damping factors obtained from amplitude-
frequency response for the blade with
and without constrained layer damping
treatment at room temperature are shown
in Table III. A value of .002 for
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material loss-factor was used for all '
Y
the materials involved. ?kq
i
Figure 11 shows the amplitude View From Convex Side Ay
frequency response of the blade with g
enamel coating only (free layer o
treatment) taking into account the Blade (Shell Elements) 0N
frequenc{ and temperature sensitivity 3 :Jﬂ
of the glass enamel. The response was gomageneous Anisotropic i
obtained at three different tempera- E°11d Core (Eight-Node Solid '
tures shown in Figure 11. The material lements) > i

properties for the Corning glass 8463
used in the analysis were obtained from
the reduced temperature nomogram shown
in Figure 12. The frequency response
shows maximum attenuation of resonant
amplitudes and also the maximum modal
loss factor for a temperature of 925°F

lass Enamel Coating
(Eight-Node Solid Elements)

A
for the frequency range under consid- ?éﬁgﬁ 5‘1’22223“1“8 raver . ",
eration. From Figure 12 it is also Cross Section h.
the temp:{aturg at which the loss- ;
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Fig. 11 - Amplitude Frequency Response of Glass Coated Blade at Three Different
Temperatures.
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SUMMARY

In this paper the current modeling
practices of layered damping analysis
are reviewed. A finite element program,
MAGNA-D with improved modeling capabili-
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DISCUSSION

Mr. Nicholson (Naval Surface Weapons
Center: I would like to know first of
all how you did your finite element
analysis. Did you use a standard

code? The second question is did you
put any daamping in your beams? 1 assume
not.

Mr. Sharan: No I didn't use any damping
on the beams as such. But it can be
easily incorporated because all the
materials are metal and they have very,
very low structural damping. However,
the main object of our investigation was
to study the possibility of improved
surface finish on these work pieces so
that ve can easily apply some external
damping - say at the bedding locations
or at the ends. We have done some
studies on that by putting damping at
certain definite locations. The finite
element analysis has all been done using
standard techniques.

Mr. Nicholson: Did you use a standard
code?

Mr. Sharan: I have done my own analy-
sis. I wrote may own program so I
haven't used any of these standard
systems.
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PNEUMATIC VIBRATION CONTROL USING ACTIVE FORCE GENERATORS

S. Sankar and R.R. Guntur
Department of Mechanical Engineering
Concordia University, Montreal, Canada

In this paper, various design aspects of an active vibration control system
are considered. Three of the design alternatives currently available are
reviewed. It is shown that these three vibration control systems use
either explicicly or implicitly a force generator concept. In the proposed
system a general expression for the control force is chosen so that this
system is representative of not only all the above three systems but also

. a passive system. Transmissibility characteristics of this system are
studied. The results obtained indicate that by proper choice of various
feedback gains it is possible to design an active vibration control system
that will give the desired transmissibility characteristics.

INTRODUCTION

A vibration contrcl system performs the im-
portant task of isolating a certain system from
vibrating environment. Vibration control sy-
stems can be classified into two groups: pas-
sive systems and active systems. Passive sy-
stems make use of simple mechanical elements
like springs and dampers and they do not need
additional sources of energy for the purpose
of controlling vibrations., However, passive
systems have some fundamental limitations [1).

Active vibration control systems offer con-
siderable potential for overcoming the limita-
tions of passive systems. Active systems also
offer greater flexibility of design and better
performance than passive systems do. These
systems can be designed to produce forces which
are functions of any system variables, for
example, output acceleration, output velocity
or output displacement. However, it must be
admitted that active systems in general are
more costly, more complex and therefore often
less reliable than the passive systems. There-
fore, the use of active means of vibration con-
trol also has been limited to the cases in
which performance gains outweigh the disadvan-
tages of increased cost, complexity and weight,

Calcaterra described an active vibration
control system designed for aircraft pilot
protection [2]. An active pneumatic control
system employing a three-way servo-valve for
ground vehicles has been described by Esmail-
zadeh (3]. An active pneumatic suspension
applicable to passenger rail car is described
by Klinger [4]. Yoshiaki [5] applied an active

vibration absorber to a preview control syst
of a vehicle suspension. Suggs et al (6]
developed an electro-hydraulic seat suspensic
system. Karnopp [8] described a means by whi
the desired performance of a vibration contro
system could be obtained with the aid of semi-
active force generators.

In this paper an active vibration control
system using a pneumatic force generator has
been described. Transmissibility characteris-
tics of this active pneumatic vibration control
system are obtained. A generalized control
policy from which other control policies can be
derived as special cases has been considered.
It is shown that a pneumatic vibration control
system can be designed to give any shape of the
transmissibility characteristic.

CONTROL FORCE DEVELOPED BY A PASSIVE SYSTEM

A simple passive vibration control system of
a mass spring and a damper is shown in Fig. 1.

The equation of motion of the system is
given by,

m ;1 tely, -y)+kily ~y)=0

or m ;1 +F_ = 0

where Fc = c (y1 - yz) + k (yl - Yz)
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The control force offered by a passive
vibration control system, F, is dependent on
the damping coefficient ¢, the relative
velocity (Ql - ¥.), the spring stiffness k and
the relative displacement (y1 - yz).

A low value of k will increase the static
deflection and may not be suitable.

A high value of k will increase the natural
frequency and may lend to high transmissibility
(ratios) in the low frequency range.

A low value of ¢ will increase the magni-
tude of the resonance peak and thus it will
increase the transmissibility in the low
frequency range.

A high value of c will increase the trans-
missibility in the high frequency range.

The above performance limitations of pas-
sive vibration control systems render them
unsuitable for applications where optimal per-
formance is desired over a wide range of
frequency.

CONTROL FORCE DEVELOPED BY SOME ACTIVE SYSTEMS

In addition to the simple passive elements
used in the system, one may use active elements
which alter the control force to suit the
requirements. Since a given set of values of
¢ and k is not suitable over a wide range of
frequency, one can think of altering the values
of ¢ and k and make them frequency dependent.
An alternative approach is to make the control
force dependent on other variables different
from relative velocity, Yy = ¥, and relative
displacement y, - . This second approach is
commonly used 1n acéive vibration control
systems.

Karnopp et al (8] advocated the use of a
force generator that produces a damping force
that is dependent an il. In this case the con-
trol force F.x is given by the following
equation:

Fok = Sk * iy ly, - yy) (2)

The term c, y, in the above equation is
conceived to be due to a ficticious damper
known as a Skyhook damper [8].

Klinger [4) suggested a slightly different
approach. He used the following relation to
calculate the control force. Then he allowed
the control system to compare the calculated
control force and the measured control force
and to take the appropriate action.

. " . e . '
Fck =-my +C) (y‘ - yz) + kk (yl - yz) (3)

Esmailzadeh (3] studied a servo controlled
pneumatic suspension system in which he used
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the output displacement and output

velocity for feedback control purposes. Con-
sidering the linearized version of Esmailzadeh's
system, one obtains the following equation for
the control force, if there is no surge tank in
the system,

(CD+k)y
e e
Fog = a+ D (4)

VIBRATION CONTROL SYSTEM USING A PNEUMATIC FORCE
GENERATOR

A schematic diagram of the suspension system
using a pneumatic force generator is shown in
Fig. 2a. 1In this system the mass is attached to
the cylinder of a pneumatic actuator. The
cylinder of the pneumatic actuator is connected
with two springs to the frame that is being sub-
jected to input excitation. The piston of the
pneumatic actuator is also connected to the
frame. The piston divides the cylinder into two
chambers. The lower chamber is sealed while the
upper chamber is connected to air supply through
an electro-pneumatic servo-valve.

Control Policy. The pressure in the upper
chamber of the pneumatic actuator is changed by
connecting it either to the air supply or to the
atmosphere. The position of the electro-pneu-
matic servo valve is made to vary linearly with
the sum of signals proportional to output dis-
placement, output velocity, output acceleration
and relative velocity. In other words the con-~
trol law for the electro-pneumatic valve can be
stated as follows (see equation A.8).

- - - 2 (] [}
Axv k“ D Ah (le + kzD + k’) Ay1 (5)

A block diagram of the control system is
shown in Fig. 2b.

Mathematical analysis is presented in
Appendix 1. This analysis is based on the
assumption that only small changes in pressure
and volume of air in chambers one and two occur.
From this linearized analysis an expression for
the control force has been obtained and it is
as follows:

k' - - . + k"" + k“- + kﬂ
F = —* (yx yz) 1yx zyz ;yx
cs (1+ t'D)

+ ks (y1 - yz) (6)

Since equation (6) gives the control force
in its most general form in that by appropriate
selection of parameters k,, ks, ki, ki, kj and
Tg expressions for Fcx. Fl, and FCE can be
obtained from equation (6). In this paper, an
attempt is made to study in detail the trans-
missibility characteristics of the proposed
pneumatic vibration control system.

The transmissibility ratio T_ of the pneu-
matic active suspension system shown in Fig. 2
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is given by the following equation (see also
equation A.12)

T = o
¥ 2
(B? + v1)T
x 2\
a = [+ b0 futs 2
2 1% 12 ™
2 1 v 2
(7
k' k.
B - .—’..}i._ _14.1)&2
2 r? 1?2
v 2 v
x' X
oo (5, x *L+_~)w-m
TZ TZ TZ TZ
v 1 2 v

To investigate the effects of various
feedback terms, it is proposed to draw the
transmissibility ratio vs frequency plots for
different cases.

DISCUSSION OF RESULTS

In Fig. 3 are shown the transmissibility
plots when the control force is given by the
following relation and the feedback gain k, is
varied. In this case, other feedback gains are
set to zero.

k“ (y1 - yz)

- e E (6a)
(1 + T'D)

+ -
chk. ks (yt . Yz)

when k! is zero, the pneumatic system reduces
to a simple mass spring system without any
damping and the transmiasibility ratio increases
as frequency increases until resonance peak
occurs and then transmissibility decreases as
frequency increases. However, when k  is zero,
equation (6a) reduces to the following form

(see Appendix 1)

¥y, -y)
(1+r'n)”‘

pn’

rc'k. ®T xb (6b)

(yx - Yz)

The transmissibility characteristic if k, is
zero is given in Fig. 3. The system in this
case behaves like a simple mass-gpring-damper
system with a damping coefficient that is very
small. However, if k  is not zero, the trans-
missibility ratio increases slowly as the
frequency increases.

When T D << 1, the feedback term (the
first term on the right-hand side of equation
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(6a)) is equivalent to a conventional viscous
damper and when T.D >> 1, the feedback term is
equivalent to that of a conventional spring.
Thus as the frequency increases the natural
frequency of the pneumatic suspension system is
altered. For this reason k, is equal to 0.0l
the resonance peak is not thhxn the frequency
range of interest and transmissibility ratio
varies from 1,0- 1.8 when frequency is increased
from O - 60 rad/s. As k, increases, the range
within which transmissibility ratio varies
becomes smaller. However, the transmissibility
ratio within the frequency range of interest is
not less than 1.0 when k, = 1.0. When k= 1.0
the transmissibility characterxstxc is fiat.
Thus, if a flat transmissibility characteristic
at a value of 1.0 is desired a suitable value of
k, may be chosen.

In Fig. 4 are presented the transmissibility
plots when the control force is given by the
following relation and the feedback again kz is
varied. In this case k,, k; and k are all
equal to zero.

p Al

11
RT1K'b

- * . k“ .
(yl yZ ) 2 yl
F

csk: as TSD) +k5 (Yl 'Yz) (6c)

In this case the feedback term kzyl/(lrt D)
is equivalent to a Sky-hook damper TgD << 1 and
when ToD >> 1 it is equivalent to a ‘sky-hook
spring'(the feedback is proportional to the out-
put displacement, y,).

The transmissibility ratio is equal to 1.0
at zero frequency, but it decreases to a low
value as frequency increases. Thus by employing
the velocity feedback term it is possible to get
a flat transmissibility characteristic in such
a way that the transmissibility ratio is close
to zero at all frequencies except at near zero
frequency.

The results in Figs. 3 and 4 indicate that
with proper choice of feedback terms such as k,
and kp, an active vibration control system can be
designed to yield any one of the two distinct
transmissibility characteristics of Figs. 3
and 4.

Thus far the effects of feedback gains k,
and k, on the transmissibility ratio have been
investigated. Irrespective of the values of k
or k, the transmissibility ratio is unity at
zero frequency in Figs. 3 and 4. To decrease
the transmissibility ratio at zero frequency,
the feedback term k,y,/ (1 + 1 gD) can be used.
In this case the control fotce is given by the

following equation (k ¥0, k =0, k; =0, kj=0).
Efjkb (yl - yz)"ks Y,
F“k; T+ 1.0 +kly, -y,) (6d)
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Thus when T D << 1 k;yl/(l + TgD) repre-
sents a '‘Sky~hook spring’ (this feedback term
is proportional to the output displacement) and
when T_D >> 1, k:y/(l + T D) represents integral
controi or this feedback term is proportional
to the integral of the output displacement.

The transmissibility plots when the control
force is given by equation (6d) are presented
in Fig. 5. From the results in Fig. 5, it is
noted that as k. is increased the transmissi-
bility ratio at zero frequency is decreased.
when k; is equal to 0.1 the transmissibility
ratio reaches its maximum value of 0.56 at a
frequency at 41 rad/s. As k! is increased the
transmissibility ratio at zero frequency de-
creases, for example, when k. is changed from
0.5 to 2.0, the transmissibiiity ratio at zero
frequency changes from 0,030 to 0.0175. As k;
is increased the transmissibility characteristic
becomes flat. When k; is equal to 0.5 the
transmissibility ratio varies from 0.030 to
0.140 in the frequency range of interest ,
0 - 60 rad/s. 1In this frequency range when k3
is equal to 2.0 the transmissibility ratio
varies from 0.0175 to 0.0375.

To study the effect of the acceleration
feedback term, kly,/(l + T,D) the transmissibil-
ity plots for various values of k, are obtained
and presented in Fig. 6., The control force in
this case is given by the following relation
(k; #0, k, =0, k; =0, ky = 0).

PA
1

2

1 . . "
- +

RT kb (yl yz) klyx

F , = +k (y -y) (6e)
csk1 (1 + TsD) 5 1 2

Thus when T_D << 1 the feedback term is pro-
portional to the output acceleration and when
TgD >> 1, it is proportional to the output
velocity (or equivalent to a Sky-hook damper).

Since k; is zero, the transmissibility ratio
at zero frequency is equal to 1.0 for all values
of k; in Fig. 6. When k{ is equal to 0.1 the
transmissibility ratio reaches a value of 35.0
at a frequency of 0.5 rad/s and it drops to a
value of 0.6 at a frequency of 1.0 rad/s (this
result is not shown in Fig. 6)., 1In the fre-
quency range of 10-60 rad/s the transmissibility
ratio is constant and has a value close to zero,
(this result is not shown in Fig. 6). When k'
is equal to 0.5 the transmissibility ratio at!
zero frequency is equal to 1.0. By increasing
the value of k; the lower limit of the frequency
range in which the transmissibility ratio
becomes constant can be made smaller. However,
since k; is not equal to zero transmissibility
ratio at zero frequency is still equal to 1.0.
It is also noted that except at frequencies
near to zero frequency, the transmissibility
characteristics obtained with acceleration
feedback are similar to those obtained with
velocity feedback. A resonance peak at near
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zero frequency is a drawback of this form of
control.

If it is required to design an active vibra-
tion control system with transmissibility ratio
close to zero in the frequency range of inter-
est, 0-60 rad/s, the output displacement feed-
back and the output velocity feedback terms
should be used for control purposes. To
illustrate the effect of acceleration feedback
on a system that has both output displacement
and output velocity feedback, a system is con-
sidered in which the control force is given by
the following equation.

1 1 . - i "o "
- + k + k + k
RT kb (yz yz) 1y1 zyl 3y1
1

csk (1 + TSD)
+ k5 (y‘ - yz) (6f)

In the present example k; = 1.5, k; = 1.0,
k, = 0 and k, is varied. The results in Fig. 7
indicate that acceleration feedback term helps
in making the lower limit of the frequency range
in which transmissibility ratio is constant
smaller. In addition, an increase in the value
of k; decreases the transmissibility ratio
except at near zero frequency.

Finally, the transmissibility characteris-
tics for a system in which control force is
given by equation (6) are presented in Fig. 8.
The relative velocity feedback term k; (y1-y2)/
(1 + 1gD) seems to have an adverse affect on the
transmissibility characteristics in that as ku
increases the maximum value of the transmis-
sibility ratio increases. It is also noted that
as k increases the frequency range in which
transmissibility ratio is constant becomes
smaller.

CONCLUSIONS

Active vibration control system using a
pneumatic force generator is presented. A
linearized analysis of the pneumatic vibration
control system is carried out and it is shown
that the force generator in this case is capable
of producing a control force of a passive system
and a wide variety of control forces. It is
shown that a pneumatic vibration control system
can be designed to give any desired transmis-
sibility ratio.

Based on the results, it can be concluded
that the relative velocity feedback term if
used alone keeps the transmissibility ratio
close to unity in the desired frequency range
if the value of k, is properly selected. The
displacement feedback term is useful in giving
a low transmissibility at zero frequency. A
flat transmissibility characteristic at the
higher end of the frequency can be obtained by
properly selecting output velocity and
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and acceleration feedback terms. For a low
transmissibility ratio throughout the frequency
range, the pneumatic vibration control system
must be designed without the relative velocity
feedback terms, but with proper values of out-
put displacement, velocity and acceleration
terms.
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APPENDIX A

Mathematical Analysis In the following ana-
lisis it is assumed that only small changes
occur in the values of P;,, P,, V, and V,.

Considering the mass flow from chamber 1 [3]

P, v,D
Aml - -R—T_l D (AVI) + nRT] (API) (A.1)
where, AV, = A, Ah (A.2)
Ah = Ayl - by, (AR.3)

Considering the mass flow from chamber 2

P v
. - _i. 2 =
Am2 = RTZ D (sz) + nRTz D (APZ) (¢} (A.4)
nP A
or AP = —2 -2 Ap (A.5)
2 v,
mass flow from the servo-valve [3]
Am’ = Ka Axv - K AP‘ (A.6)
Equating Aﬁl given by (A.l) and (A.6)
Pl Al D Ah Vl
RT + ART D AP, = K AX - K 4P, (A.7)
( VID ) P1 A D Ah
or |——— + 1] AP =K _AX - (A.7a)
nRTle 1 \ v RT1Kb
Pl A1 D bh
AP, (1 + D) = K AX - —Ri—&;— (.70)

The following control law has been used to
monitor the movement of the spool of the servo-
valve.

8%, = - k, D &h = (k; D* +k; D+k}) Ay, (A.8)

Substitution of the above expression for AX,
in equation (A.7b) yields the following equation
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P A x' k'

1 1 2
p, = |- K k e=2=— |D Ah/ (1 + D) e 2,1 1 )0
1
Vo R'rxxb 2 12 12
A4 2 v
[ 2 ] []
Kv[kl D +k2 D+K’]Ayl/(l+TD) (A.9) X' X . X
ve [2+ 2+ v 2o - 16
1‘2, 12 12 r:
Considering the changes in forces in the verti- ! 2

cal direction

b 4
The magnitude of the control force is given :'U)\r'l }
m D2 Ay =A Ap - A AP -k Ah (A.10) by the magnitude of the expression on the right- &4\{ 8
1 1 1 2 2 hand side of equation (A.10) }&2} %
3
Substituting for AP, and AP, from equations 424 -
(A.5) and (A.9) and simplifying, one obtains the ch =-A AP + Az AP + k Ah (A.13) o
} following equation: o 2 ‘\t‘.“:"
| \ .
Ay A+B Substituting the expression for AP1 and AP, in ’N \J
ﬁ “ID+CF+EFF (A.1)) equation A.13 and simplifying :
2 UMM
1 J g L w . w .e‘.e..‘
k - +k +k +k
" F =t (y’ yz) L 4 2 ¥y 3 Y, o
' \l
where A = (L .= )o cs 1+ D) >
T 2 LN/
LI i,
+kly -y) (A.14) ra
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NOMENCLATURE = (3m/9P ) _'?'9 .:“
K).7 17 x, = constant » ‘et
Ax area of chamber 1 (see Fig. 2) . ¢
K = K N
Az area of chamber 2 v ‘/Kb r:i.i«\,‘:
l.'d. ¢
c damping coefficient in a passive system n mass of the system :\ ‘,‘
i
Sx damping coefficient of a sky-hook damper n ratio of specific heats of air (cp/ cv) g,
e damping coefficient in Klinger's active P, pressure of air in chamber 1
system T
Ap, a small change in the pressure of air Q.t':;
Ce coefficient of output velocity feedback in chamber 1 ::‘”;'.‘:
term in Esmailzadeh's active system ":0.
P, pressure of air in chamber 2 (‘ :
Fe control force in Esmailzadeh's active 2 .o'l.
system APz a small change in the pressure of air Lt
in chamber 2 .
rck control force in Karnopp's active system N i"
R universal gas constant ) “H‘
F::k control force in Klinger's active system 2 .}.g
’ 8, n PjAi/V, .*'."
ch control force in the active system [ Wy
2 DASED
An 8y, - Ay,, a small change in the position s, nPAN, OIS
of actuator piston w.r.t. to its cylinder .
'1'1 temperature of air in chamber 1 W
k spring constant . A
T, temperature of air in chamber 2 .x
L coefficient of output displacement term \fh
in Esmailzadeh's active system v, volume of air in chamber 1 E: &i
spring stiffness in Karnopp's system Avl a small change in the volume of air in & .
chamber 1 )
X, coefficient of relative velocity feedback Ay ¢
term in this paper v, volume of air in chamber 2 .}':,- .:
v v
k, spring stiffness in this paper sz a small change in the volume of air in \'-: T4
chamber 2 ": \
'ﬁ: spring stiffness in Klinger's system ;.'-f l:
Axv a small change in the movement of the A
k; coefficient of output acceleration feed- spool of the servo-valve
back term in this paper \ M)
T v /K, n RT . Nl
k, coefficient of output velocity feedback ! :5' #t
term in this paper T. time constant of Esmailzadeh's active P :;
k; coefficient of output displacement feed- system equivalent to T és':
back term in this paper
T n_ »
, p a2 v KA :h;f.
k, = Alka. + -J—J“ %, ““I'
' S X
1 1 BN
? - ! 4 "J
k, K VAIkI \J
L
m .
K" = KAK' Y (k +5) '
2 vi2 2 .
a b
L] ' h"
ks " thlki L time constant of the present active " "
system (equal to T) o W
XK = (Mm/3x) Ay
s v P pl = constant («) a dot represents differentian with :
respect to time }t;‘;n""
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Fig. 2a Schematic diagram of the active vibration control system
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Fig. 3a Transmissibility vs frequency (w: rad/s) curves
when k; =0, k; =0, k; = 0.0, k = 0.0 and 0.01.
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THE EXPERIMENTAL PERFORMANCE OF AN
"ON-OFF" ACTIVE DAMPER

E. J. Krasnicki
Lord Kinematics
Erie, Pennsylvania

"Skyhook" active damper performance.

The experimental performance advantages of the "On-Off" active damper used in a single
degree of freedom vibration isolation system have been successfully demonstrated.
Utilization of the "On-Off* control scheme simplifies the hardware implementation and
reduces the cost of the active damper to a point where general industrial use is feasible. In
spite of its simple control scheme, the "On-Off" active damper out-performs conventional
passive isolation systems with damping ratios sufficient to limit mass motion amplification at
resonance. This paper illustrates the experimental performance of the "On-Off" active
damper compared to analytical simulations, passive isolation systems, and experimental

INTRODUCTION

The active damper concept developed in 1973
by M. Crosby of the Lord Corporation and D.
Karnopp of the University of California has since
been extensively studied and documented both
analytically and experimentally. Reference |
describes in detail the history, operation,
analytical performance, and potential hardware
configurations of the active damper. The first
hardware prototype of a single degree of freedom
system employing a "skyhook" active damper used
as a semi-active vibration isolation device was
successfully constructed and tested in 1979 at Lord
Corporation. The experimental performance of
this active damper prototype is presented and
compared to the experimental performance of
passive isolation systems as well as the analytical
performance of passive, active, and semi-active
vibration isolation systems in Reference 2,

The active damper, as described in References
! and 2, has been shown to provide improved
vibration and shock isolation approaching that of a
fully active system through appropriate modulation
of the damping characteristics of a passive viscous
damper. The control strategy has been to
modulate the passively generated damper force to
equal the force that would be generated by a
damper to ground ("skyhook" damper) if one were
present. This can only be done, of course, when
the actual damper force and desired "skyhook"
force are of the same sign., Otherwise, the actual
force is set to zero (more realistically, an orifice
would be modulated to its largest area). The
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damping coefficient, and therefore the damper
force, are controlled by modulation of the damping
orifice, independent of the relative velocity across
the damper. Only low level electrical power is
needed for the necessary signal processing and
orifice modulation, Thus, the active damper
requires no hydraulic power supply.

Although the hardware implementation of the
active damper is significantly simpler and less
costly than a complex, fully active system with its
large power requirements, the cost and complexity
of the active damper using "skyhook" control may
still be prohibitive for general industrial
utilization. The "skyhook" active damper requires
a high bandwidth servovalve and a microprocessor
control system capable of implementing a force
feedback control loop. In an effort to simplify the
hardware implementation and reduce the cost of
the active damper to a point where general
industrial use is feasible, a simplified "on-off"
control scheme is used.

The "on-off" active damper operates as a
conventional passive damper during the vibration
attenuation portion of the vibration cycle, but
assumes a zero damping coefficient when a passive
damper would normally accelerate the mass.

In 1975, D. G. Roley{3] analytically studied the
use of the "on-off" active damper concept as
suspension elements for a farm tractor cab. In his
Ph. D. dissertation at the University of California
at Davis, Roley determined that good ride quality
was achievable with reduced suspension travel
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requirements. In 1980, a hardware prototype of a
single degree of freedom "on-off" active damper
was successfully reduced to practice at Lord
Corporation.

The purpose of this paper is to demonstrate
the experimental performance of the "on-off"
active damper and compare it to analytical

simulations, passive isolation systems, and
experimental "skyhock" active damper
performance. The experimental results of the

"on-off" active damper demonstrate its superior
performance when compared with conventional
passive systems, in spite of its simple control
scheme and hardware implementation.

The development work conducted thus far has
analytically and experimentally demonstrated the
feasibility of an "on-off" active damper through
the implementation of an operating hardware
prototype.

PASSIVE AND ACTIVE DAMPER SYSTEMS

The  analytical performance of the
conventional passive vibration control system and
the passive "skyhook damper" isolation system,
illustrated in Figures la and Ib respectively, is
discussed quite extensively in References | and 2
and therefore will only be summarized here. The
differential equation of motion for the suspended
mass in the conventional passive, linear system is
given by the following expression:

m¥ = -b(x-%g) - k(x-x) o))

This equation reveals that the damper force is
opposite in sign but proportional to the relative
velocity across the damper. Thus during a portion
of the vibration cycle energy is being put into the
mass through the damper, resulting in the typical
mass spring damper performance.

The "skyhook damper" isolation system,
illustrated in Figure lb, can also be constructed of
passive elements. The equation of motion
representing this system is given in the following
expression:

mxX = -k(x-xg)-bx (2)

The damper force in this isolation system, (-bx), is
opposite in sign but proportional to the absolute
velocity of the mass. In this configuration the
"skyhook damper" always removes energy from the
mass. Figure (2] illustrates the performance of a
"skyhook” isolation system utilizing various
damping ratios. The performance advantage of the
"skyhook" system over a conventional isolation
system is evident in two main areas. First is the
substantial reduction in the mass motion
amplification in the resonance region. Second, the
high frequency performance of the "skyhook"

damper system has an attenuation rate of 12 db per
octave where the conventional system attenuates
at a rate of 6 db per octave.

Tx

k Eﬂb

TXo
BASE

a. Conventional Vibration Isolation System

INERTIAL REFERENCE

v

I

MASS

_I Xeo
BASE

b. The Skyhook Damper Configuration
Figure |

A detailed explanation of the "skyhook" active
damper concept is presented in References | and
2. Basically, the "skyhook" active damper is a
passive device, but it does have the capability of
externally controlling the force generated in the
damper independent of the relative velocity across
the damper. The varying damper force is
generated by modulating the damping coefficient
through modification of the damping orifice. The
modulating orifice must be capable of adjustments
during a single cycle of vibration. Therefore a high
bandwidth servovalve must be used.

When the active damper is used in the
conventional, base shake, mass-spring-damper
'Vf‘-' W '\" SN A A

2 I

O’
1,445

» N
fl ' ¥

P -f ," " )
-.’l' e



™

" D

*,
‘i

)

isolation system illustrated in Figure 3, the
capability exists to actually generate the “skyhook"
damping force, bx, during part of the cycle of
operation, This force developed in the active
damper is proportional to the absolute velocity of
the mass and is equivalent to the force that would
be developed in a viscous damper if it were
connected between the mass and an inertial
reference frame. Because no external power is
supplied to the active damper system, this force
can only dissipate energy; therefore the following
relationship exists:

F=F 4=bx, if ;(()'(-xo) >0 (3)

CONVENTIONAL
SYSTEM

Figure 2
Conventional and Skyhook Passive Systems

In the conventional isolation  system
configuration, mass deceleration can only be
accomplished wherever the sign of the relative
velocity (between base and mass) is in proper
relation to the absolute velocity of the mass as
shown in Equation 3.

As discussed previously, this "skyhook" force is
most desirable in isolating base excited vibrations.
Whenever the situation exists where the available
damper force is opposite in sign to the desired
force ("skyhook" force), the best the active damper
can do is provide no force, thereby eliminating
damper acceleration of the supported mass. This
relationship is shown below:

F=0, if k(k-xo) < 0 )

_ The condition where the relationship,
x(x-i°)=0, exists creates two special cases for
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An Active Damper Isolation System

the active damper. The first is that if x=0, then
the desired force Fy=0. The second case exists
where (x-Xo)=0 and x#0. Here, the active
damper responds by attempting to generate the
desired force F4q. If the quantities x and (x-xg)
change so the criteria of Equations 3 or 4 apply,
normal control continues. If the desired force bx is
larger than the maximum available damper force,
the active damper will lock up the system resulting
in X-Xo=0 for a finite time. During the lock up
state the damper force is:

F=mi, + k(x-xg) (5)

Thus, the two conditions that must exist for
the active damper to lock up are that (x-xy)=0,
and that the desired force, Fg4, be larger in
magnitude than the force determined in Equation
5. Therefore, three possible values of the damper
force F exist: (1) the desired force bx, (2) zero
force, or (3) the lock up force. Switching between
the three possible force values is determined by
the base input and resultant system response. This
switching of states makes the active damper,
programmed to simulate a skyhook damper, a
non-linear element. The performance advantages
of the "skyhook" active damper system become
quite apparent in Figure 4[2), which is a
displacement  transmissibility comparing the
theoretical responses of a critically damped
"skyhook" system, a conventional system, and an
active damper system simulating a critically
damped "skyhook" damper.

THE ON-OFF ACTIVE DAMPER

As previously described, the damper in a
passive isolation system will tend to accelerate or
add energy to the supported mass during part of
the vibration cycle. The active damper discussed
in the previous section utilizes force feedback
control to vary the damping coefficient in an

< il Sl it fa ]




R
"
‘e
2
K
iy
fy
)
i
M
)h
2t
K
N
"
L/
i
D
o
D
t
»
.I.
4
W T v 10'
i Figure 4
:0. Comparing the Response of Passive and Active
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‘ attempt to eliminate damper acceleration of the
~:: supported mass. The hardware implementation of
) this active damper can be significantly simplified
Y if an "on-off" control scheme is used; thus the
o name "on-off" active damper. In this form the
K "on-off" active damper operates as a conventional
oa passive damper, with a constant orifice opening,

during the part of the vibration cycle when it acts
. to attenuate vibration, but assumes a zero damping
K coefficient during the portion of the vibration
;0‘ cycle when a passive damper would normally
accelerate the mass.

W
Py The "skyhook" active damper logic has already
e demonstrated that the switching of the damper can
be controlled by the term x(x-%,). If the product
of the absolute velocity of the mass and the
';' relative velocity between the mass and the base is
:' positive the damper is switched "on", so a force
,k attenuating mass acceleration is generated. If this
3 term is negative, then the damper is switched "off"
it so that no force is generated. This switching logic
! f is accomplished through the following damping
force equations, using the sign convention of

Figure la:
Fg = b(x-x,) if X(x-xo)> 0 (6)
Fg = 0if x(x-xo) < O (7)
The equation of motion for a single degree
of freedom conventional isolation system utilizing an

"on-off" active damper is identical to Equation |,
which is the equation for a conventional passive
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system except that the damping coefficient is
determined by the relative velocity across the
damper:

mX = -b¥{x-xg)-k(x-x) (®)
where

b' = b if x(x-xo) > 0 ()]

b' = 0 if X(x-Xp) < 0 (10)

Another convenient way to represent the logic
relationship between the absolute velocity of the
mass and the relative velocity between the mass
and the base is shown in Figure 5.

When working with an actual bhardware
prototype of the active damper, it is impossible to
achieve a damping coefficient of zero. Therefore
the active damper will actually switch between
two damping coefficients, a high value and a low
value, Since the objective of the "off" state of the
damper is to minimize the acceleration of the
mass, the low value of the damping coefficient
should be as low as physcially practical. But,
because some energy is being transferred to the
mass in the “off" state, the performance of the
"on-off" active damper prototype will be slightly
degraded from the ideal theoretical performance.

. AN

OFF,

N
AN X

ON

Figure 5 . .
Velocity Relationship for On-Off Active
Damper Control Logic

THE EXPERIMENTAL PERFORMANCE OF THE
"ON-OFF" ACTIVE DAMPER

The active damper prototype utilized in the
testing of the "on-off" control policy is the same
hardware used to determine the performance of
the ‘"skyhook" active damper described in
Reference 2. This hardware was developed at Lord
Corporation in 1979, The active damper consists
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of a hydraulic actuator used in conjunction with an
electro-hydraulic  servovalve modulating the
controlling orifice area. The mass-spring-active
damper test system consisted of a 213.6 Kg (471}
lb.) mass, resulting in an undamped natural
frequency of 1.631 Hz measured at the point of a
90* phase shift between base and mass
displacement. The sensor signal processing and
control of the servovalve were carried out by
digital logic techniques. The performance testing
of the active damper using sinusoidal vibration
input was conducted using an MTS test machine.
Transmissibility and® phase information for
sinusoidal base excitation were determined using a
Hewlett Packard 5420A digital signal analyzer.

/ PASSIVE DAMPER
(OPEN}

10°
[ VIN|

10"

100 , 10’
L 24 ]
Figure 6

Comparing the Experimental Performance of
Passive and "On-Off" Active Damper Systems

Figure 6 illustrates the actual experimental
performance of the "on-off" active hardware
prototype. This transmissibility curve of the
"on-off" active damper is presented with the
experimental curves of two constant orifice
passive damper systems. This constant orifice
damper is actually the wvarying orifice active
damper hardware held at a constant orifice opening
with a constant D.C. voltage applied to the valve.
The damper open curve represents the most lightly
damped system attainable with this test rig. The
damper open curve corresponds to the "off" state
of the “on-off® active damper. This state is
achieved by applying full voltage to a normally
closed valve, The third curve represents a highly
damped passive system.

In this test the "on-off" active damper was
switched between an "off" state in which full

command voltage was applied to the valve, and a
very heavily damped "on" state in which zero
voltage was applied to the valve. In this latter
case the valve was almost totally closed off.
Leakage flow through the valve in the closed
position was not a significant factor.

The performance comparison of Figure 6
reveals the significant performance advantage of
the "on-off" active damper over a passive isolation
system with a damping value adequate to limit the
mass motion amplification at resonance. This
advantage is apparent in both the resonance and
the high frequency regions. The "on-off" active
damper achieves system isolation at the natural
frequency of the undamped system while still
providing adequate performance improvement in
the high frequency region. When compared with
the lightly damped (open) passive system, the
performance of the "on-off" active damper is
obviously superjor in the resonance region. At the
damped natural frequency the open system has a
transmissibility of 2.5 where the active damper
provides isolation with a transmissibility of 0.89. In
the high frequency region, the performance of the
open passive system is better, but for any passive
system with good high frequency performance one
must also accept significant amplification at
resonance.

Theoretically, the high frequency performance
of the "on-off" active damper system should be
superior to that of an isolation system with a
constant damping value equivalent to the "off"
setting of an "on-off" active damper. This is
possible because the "on", or more highly damped
state of the "on-off" active damper, makes it
possible to remove more energy from the mass
during a given vibration cycle. Thus, the high
frequency displacement transmissibility of the
"on-off" active damper system should be superior
to the passive system,

Figure 7 compares the actual experimental
performance of the "on-off" active damper with
the transmissibility plots of two moderately
damped passive suspension systems. Again, these
constant orifice dampers are actually the active
damper hardware held at a constant orifice opening
with a constant D.C. voltage applied to the
servovalve. The performance advantage of the
"on-off" active damper is demonstrated quite
clearly.

Figure 8 illustrates the experimental
performance of the "on-off" active damper
compared with the experimental performance of
the continuously variable "skyhook" active
damper. The displacement transmissibility curve
of a passive damping system with minimum
damping is also included for comparison. The
experimental performance curve for the "skyhook"
active damper is taken from Reference 2. As
mentioned previously, the same hardware was
utilized for both the "skyhook" and "on-off" active
damper testing. The base input displacements and
frequencies were also identical. This plot clearly
illustrates that the performance of the "“on-off"

129

-"f‘-}'\-}\' RN "\ f\ JN*G‘ N

e pid

AL R e

WRlA A
02 & A P2

X
b AN
8

-

B
b A

-~
X

- -

R L
S

v

"
s .
= e ey

L

as
o~

)
T



. &m.m -

\
/

F .l “oN-oFF®

ACTIVE

OAMPER

|0"H
10° 10'
w/wg
Figure 7

Comparing the Experimental Performance of
Passive and "On-Off" Active Damper Systems

active damper approaches that of the "skyhook"
system in the resonance region. The high
frequency performance of the "on-off" active
damper prototype is degraded somewhat from the
performance of the skyhook active damper
system. It is interesting to observe that the
"skyhook" active damper prototype outperforms
both the lightly damped passive isolation system
and the "on-off" active damper throughout the
entire frequency range tested.

Figure 9 illustrates the performance of an
"on-off" active damper with a heavily damped "on"
state, compared with the same damper using a
critically damped "on" state. All "on-off" active
damper performance data previously discussed in
this paper was determined using an active damper
isolation system with a heavily damped "on" state.
Utilizing the more lightly damped system provides
better high frequency performance at the cost of
increased mass motion amplification of resonance.
As the value of damping used in the "on" state of
the active damper is varied, the performance of
the system is modified. Typically, as the value of
damping used for the "on" state is decreased, the
high frequency performance improves and the
performance in the resonance region degrades.
Therefore, the "on-off" active damper may be
tuned to meet the high and low frequency
performance requirements of individual systems.

CONCLUSIONS

The experimental performance of an "on-off"
active damper used in a conventional isolation
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The "On-Off" Active Damper with Modified
Damping Values

system configuration has been demonstrated. The

simplified "on-off" control scheme eases the
hardware implementation and reduces the cost of
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an active damper by not requiring a high bandwidth
servavalve and microprocessor control system, as
does the "skyhook" active damper. In this way the
von-off" active damper hardware is approaching
the point where general industrial use of the active
damper performance advantages is feasible. These
performance advantages of the "on-off" active
damper appear quite significant when comparisons
are made with a passive isolation system with a
damping value adequate to limit the mass motion
amplification at resonance.

The performance limitations of the "on-off"
active damper, particularly in the high frequency
region, are apparent when compared with the
“skyhook" active damper. But this difference in
performance may be justified by the increased
simplicity in the "on-off" active damper hardware,
control logic, and control implementation, over the
"skyhook” active damper. Both the "skyhook" and
"on-off" active damper isolation systems are
significantly simpler and less costly than a fully
active isolation system which is typically complex,
expensive, and requires large quantities of power.
The justification of the "on-off" active damper's
simplicity becomes substantial when the superior
performance of the "skyhook" active damper is not
a necessity, but when the desired performance
cannot be obtained with a conventional passive
system.
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FLUID-STRUCTURE INTERACTION

AN EVALUATION OF: DOUBLY ASYMPTOTIC APPROXIMATION;
STAGCGERED SOLUTION SCHEMES; USA-STAGS

R. S. Dunham, R. J. James, A. S. Kushner and D. £. Ranta .
Pacifica Technology
San Diego, California

This report presents a comprehensive review and evaluation of the doubly asymptotic
approximation and the staggered solution scheme implemented in the USA-STAGS

computer codes.

The equations are derived and discussed in detail. Various solution

strategies are examined. A stability analysis of the staggered scheme and a fully
implicit integration scheme is done using the Lax-Richtmyer approach. Solutions to
several problems are presented and comparisons made to closed form solutions. Detailed
conclusions and recommendations are made, and appendices provide a list of errors and
recommeded improvements in both the USA and STAGS codes.

1. INTRODUCTION

The calculation of the response of submerged
shell structures to acoustic wave loads is a problem
of significant interest within the naval community.
Among the early directly applicable studies were
those of Carrier{1] and of Mindlin and Bleich{2] who
studied the two-dimensional elastic response of a
cylinder to a step wave loading. No attempt will be
made in this report to review all such pertinent
works. The significant point is that analytical
solutions are restricted to very simple, two-
dimensional structural configurations and simple
fluid loads within the content of acoustics. The
analysis of complex, three-dimensional structures
almost always requires the utilization of a
numerical discretization procedure such as the
finite element or finite difference method.

for realistic structures under conditions of
general incident fluid loadings, the solution of the
full fluid-structure interaction equations poses a
computationally intractable problem. This has lead
to the development of a series of techniques
referred to as surface interaction approximation
techniques. An excellent historical review of
applications of these techniques has been given by
Geers{3]s The theoretical foundations for such
techniques were presented by Carrier[4] and
summarized by Huang[5]c The most successful of
these techniques has been the doubly asymptotic
approximation (DAA)[6). This report is concerned
with evaluating the computational aspects of the
numerical implementation of the DAA, The DAA
and all other commonly used surface interaction
approximations are restricted to the interaction of
a structure with an acoustic medium. We shall not
address the limitations and restrictions which this
assumption implies, although we do feel that the
implications of utilizing the DAA at high incident
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pressure levels (5,000 psi) is a subject which should
be studied in greater detail. Another serious
restriction associated with the implementation of
the DAA is the ignoration of incident wave
diffraction by the target structure. While we will
not study diffraction effects themselves, we shall
discuss how ignoring of diffraction leads to an
inconsistency in the incident wave definition.

The next section of this report contains a
general discussion of the DAA and of the various
techniques proposed for its implementation. Next a
numerical evaluation of the stability and damping
characteristsics of the displacement extrapolation
method of integrating the DAA equations is
presented. This analysis follows the classical Lax-
Richtmyer approach and provides an alternate
evaluation to the approach of Park et al.[7]. Lastly
the USA-STAGS code, developed for transient,
fluid-structure interaction via the DAA, is used to
solve several benchmark cases. The results of these
computations are assessed in terms of their
implications concerning the DAA and staggered
solution procedures, and, a comprehensive set of
conclusions and recommendations are given,
Detailed evaluations and  suggestions for
improvement of the STAGS and USA codes are
given in appendices.

2. BACKGROUND

In this section the Doubly Asymptotic
Approximation (DAA) is described and discussed in
conjunction with various solution strategies
including the staggered solulion scheme. The DAA
methodojogy has been advanced by the pioneering
work of Geers and his colleagues at Lockheed. The
DAA has been described in many recent
publications{3-24] which tend to focus on the
mathematical formulations and specialized generic
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applications. The most expository discussions are
given in references |5 & 24), and general reviews
are given in references [9 & 10].

The DAA is a method that combines two
basic ideas in a wmanner that is physically
appealing. ln addition to the clever combination of
the asymptotic solutions, Geers and others were
able to express the basic equations in a matrix form
that was convenient and suitable for combination
with conventional finite element and finite
difference codes[24,25).

DAA Equations

Consider an acoustic, plane shock wave
impinging on a rigid structure submerged in an
infinite fluid Let® Pi and u; represent the incident
pressure and scalar velocity at a point on the

structure; both are functions of time. K the
structure is a rigid plane, then the rigid-body
scattered pressure (Ps) at that point can be
expressed

P = pcu. (1)

where p is the fluid density and ¢ is the acoustic
wave speed. In actual practice, equation (1) is used
for structures that are not plane and for plane,
cylindrical, and spherical waves. The utilization of
equation (1) for non-planar structures and imcident
waves is, of course, approximate. The most serious
approximation is undoubtly the interference to the
incident wave caused by reflections. For typical
applications, equation (1) is recast into the form

P =

s - ) @

-pcl(n .« 4, -0
where n is the outward normal vector, u. is the
incident velocity vector, and u is the velocity
vector for a point on the structure. Equation (2)is
applied at all points on the wetted surface of the
structure. The two terms on the right-hand side are
called the rigid body scattered pressure and non-
rigid body scattered, or radiated, pressure,
respectively. In the sequel, the combined effects
will sometimes be called the scattered pressure, but
the meaning should be clear from the context.

Equation (2) is generally accepted to be a
good approximation to the true hydrodynamic
behavior for short times, provided that the
curvature of the incident wave is small compared to
that of the structure, and the pressure is in the
acoustic regime (p; < 5000 psi). A physical basis for
equation (2) is that the fluid is unable to move away
from the structure, and is compressed as a result of
their relataive motions. There is no suitable
general definition of short time, however, times
greater than the longest natural period of the fluid-
structure system are clearly not short.

At long times, the fluid-structure system is

assumed to vibrate in its lowest frequencies and

*Superjmposed dots denote time derivatives, e.g,
l'l = i.ll
at
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corresponding mode shapes. Because this motion is
slow compared to the incident wave velocities, the
fluid is assumed to act as an incompressible,
inviscid media. This is also generally accepted to
be a good approximation, and it has been
demonstrated that long wavelength acoustic fluid-
structure response asymptotically approaches
incompressible, inviscid flow[26]. The physica!l basis
for this assumption is that the fluid around the
structure moves in-phase with the structure without
being compressed. This assumption is commonly
used in analyzing the response of fluid=structure
systems such as dams and reservoirs to
earthquakes|27). The theory and solution of
incompressible, inviscid flow equations are well
known, For present purposes, the most convenient
representation is®

(Al {pb = (M) {n o u} 3)
where [A] is a diagonal matrix of tributary areas,
{Ps} is a vector of pressure acting at the fluid-
structure interface as a resuit of the structural
motion, {M ,] is the full, symmetric, so-cdlled added
mass matrix of the fluid, and {n . u} is the
normal component of the acceleration of the fluid-
structure interface referred to the same set of
points used for the pressure. A more complete
presentation of the derivation of equation (3) is
given by Roderick, et al.[25], and DeRuntz, et
al.[28,29). The added mass matrix can be computed
from a Green's function solution to the acoustic
problem or from a condensed finite element mesh.
However, the numerical procedures used in
references [25] and [28,29] to perform the actual
computations differ considerably. The standard
matrix ([ ]) and vector ({ }) notation used in
equation (3) is intended to refer to a vector of nodal
point [25] or element [28] surface pressures. The
fluid points are usually chosen to coincide with the
centroids of the structural elements of the
structural nodal points for convenience, although
this is not a requirement{29].

it is important that the acceleration vector
in equation (3) is not that of the incident wave, it is
the acceleration caused by the motion of the fluid-
structure system. The scattered pressure in
equation (3) has the same meaning as that in
equation (2), except, of course, there is no rigid
body scattering component. Equation (3) s
fundamentally different from equation (2),
reflecting the differences in acoustic theory and
incompressible, inviscid theory. Equation (3) would,
presumably, be a good approximation of the
scattered pressure at late times after the incident
wave transient has passed.

The Doubly Asymptotic Approximation

The contribution of the DAA is in combining
equations (2) and (3) so that the motion of the fluid-

*The matrix notation ' J and { } will generally refer
to nodal point quantities, whereas the tensor
notation u will generally refer to Cartesian
quamilies.~
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structure system can be approximated continuously
from the short time shock response to the long time
fow frequency response. To accomplish this,
equation (2) is written at the same discrete points
used for equation (3)

(P} = -pcin-d, -n-8 ®

Equations (2) and (3) are then solved for the
normal components of the nodaf velocities;

{n gl = =7 {p} +in. @l

(5)
and
fn-db= i car [f e} oar,

(6)

respectively. It is necessary to integrate equation
(3) with respect to time, and this is done assuming
the initial velocity vanishes.

The terms on the left-hand side of equations
(5) and (6) are not the same, although the same
symbols have been used for them., Roderick, et al
[25] refer to the short time motion of equation (5)
as the °‘first kind® of motion and the long time
motion of equation (6) as the ‘second kind" of
motion. No such distinction is made here to
emphasize the basic methodology of the DAA.

The basic approximation of the DAA in
combining these two types of motion into a single
equation is that the total motion of the structure is
the sum of the short and long time motions. Thus,
the DAA equation becomes

(g 8 =L (rleln.8be

-1 t
My 1 Ay f {p ) odr
or as it is more commonly written
-1
—nLc— [P} + M, ][A]oft{Ps} dt = (8)
{2 . (g - gi)}

The preceeding development departs from
the u,, uy notation [25] to emphasize that the DAA
equation cannot be derived from basic principles;
the DAA equation itself is an approximation. This
is not a criticism of the DAA, rather it is an
attempt to give insight into the very fundamental
physical approximations of the method. indeed, the
DAA has been successfully used in many
applications.

Structural Equation Of Motion

The equation of motion for a linear elastic
undamped structure is

MR R R PR AR S AT T Y 7 A TN W Y VR TN UV VW DN UV U W U P N YW TR T T T I o

Mp {ul o+ (k1 {u} = {F} , @

where [M] is the consistent or lumped structural
mass matrix, [K] is the structural stiffness matrix,
and {F} is a vector of applied nodal point forces.
The nodal points wused for the structural
discretization include both “wet® and *dry® points as
necessary. The wet structural nodes can be the
same as the points used to identify the pressure and
normat fluid velocity in equations {3) and (4) [25), or
the fluid points can be taken at the center of one or
more wet structural elements [29]. When the
discretization for the fluid and structural surface
elements do not coincide, it is necessary to
introduce a transformation matrix to combine
equations (8) and (9) (7} This complicates the
formulas, and because it does not contribute to an
understanding of the fundamental principles, it is
omitted from the present development.

Equation (8) and (9) are the standard form of
the DAA fluid-structure interaction equations.
These equations are strongly coupled because the
structural velocity vector appears explicitly in (8)
and the force vector on the right-hand side of (9)
depends explicitly on the scattered pressure.

Solution Strategies For The DAA Equations

Equations (8) and (9) can be solved in many
different ways [12,16-19). The particular strategy
used can have a dramatic effect on the stability of
the results [7,30). Since the majority of finite
element structural analysis codes contain implicit
conditionally or unconditionally stable time
marching algorithms [32], it would be desirable for
accuracy and stability to use similar algorithms on
the coupled DAA equations. This approach was
rejected by Lockheed because the computational
effort was deemed excessive. GCenerally, there is
one pressure degree-of-freedom for every wet
structural element or node. Since the structure is
typically a shell there are 5 or 6 degrees-of-
freedom per node, Thus, adding the pressure
unknowns to the solution vector would only increase
its length by 20 percent. However, the added mass
matrix is full[25,28,29), not banded like the
structural mass and stiffness matrices. Thus, even
if a bandwidth optimizer is used, the bandwidth is
likely to increase by 100-200 percent which would
increase the computational expense by 300-1000
percent. Of the many strategies proposed to solve
the DAA equations, the most successfully and
widely used is the staggered solution
procedure(7,29).

Although not discussed herein, there would
seem to be a use for explicit methods to solve the
DAA equations when used in conjunction with an
explicit finite difference structural code. Since
small (Courant stability) time steps must be used in
the structural code, there may be no additional
stability penalty to be paid for the solution of the
fluid equations. This seems particularly attractive
for the early time response.
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Staggered Solution Procedures

Park, et al{?] have described several
possibilities for effecting a staggered solution
procedure including: Pressure Extrapolation (PE);
Pressure-integral Extrapolation (PIE); Velocity
Extrapolation (VE); and Displacement Extrapolation
(DE). All methods are named to indicate the
variable that is first extrapolated. For example, in
the PE procedure the pressure is extrapolated from
the present time (using a single or multistep
formula) to the end of the current step (e.g., Py =P,
+ p_At,etc). The extrapolated pressure is then
used $o define the right-hand-side of (9) which in
turn is solved for the structural displacements,
velocities and accelerations. The new structural
velocities are then used to solve (8) to give the new
pressures. The ‘staggered® procedure can be
terminated at this point if, for example, the
extrapolated pressure agrees with the computed
pressure, or an additional iteration® can be made
through (9), or through both (9) and (8). However,
the simplest and cheapest approach is the basic 3
steps:

{1) extrapolate {p.};
(2) solve (9) for {u}, {u}, {u} ; ;and
(3) solve (8) for {ps}.

The stability analysis of the PE formulation
performed by Park, et al.[7] gave several interesting
conclusions: most, but not all, PE iterative methods
are conditionally stable; the stability limit imposes
restrictions on the time step size similar to explicit
methods; and, there is no stability advantage to
performing iterations, indeed, there are
disadvantages. Obviously, Park, et al(7]
recommended against the use of the PE. The
present authors concur with this recommendation.

The VE procedure is essentially the same as
the PE except that the structural velocity is
extrapolated and used to define the right-hand-side
of (8) which is solved for the pressure which is then
used to drive the structural equation (9). Park, et
al(7) did not explcitly treat the VE procedure,
however, they claim that its stability properties are
identical to the PE. Thus, they did not recommend
the VE procedure. The present authors also concur
with this recommendation. The PE and VE methods
are not desirable because the pressure anad velocity
are primary variables that in a typical problem
change rapidly. Extrapolation is more accurate
when applied to the pressure impulse and/or
displacement because they change more slowly and
often are monotonic.

Pressure Integral Extrapolation (PIE)

The PIE procedure does not solve equations
(8) and (9) directly, instead, a modification of the
basic equations is made. The force vector on the
®iterations of the structural equations should be

avoided because of their expense. Smaller time
steps are preferable to iterations.
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right-hand-side of (9) is expressed
[F} = -1GA] {Pi . Ps} (10)

wheie the matrix [GA) is a concatenation of the
transformation matrix [G) and area matrix {A] used
in reference {7). This represents the consistent
force vector applied to the structure as a result of
the incident and scattered pressure. The scattered
pressure in equation (10) is then replaced from
equation (8) by

It - any

a1 .
pc {Ps} = {o . (&

-1 t
My 1 1AL 0 (R ) dr

H O

Substituting (11) into (10), and into (9) gives

(M1 {u} + (k] {u} = a2
- 1cA} | {Pi} ¢ pcn . (8-

{3

LI U TR SO S R A C LY

in which only the integral of the scattered pressure
appears. The unknown structural velocity {!} is
moved to the left-hand-side where it assumes the
role of a structural damping

(M) {:} * 1GA ]l {8} « [K] {u) = (3

- 1eA) {iP} - ecn o @,
1

pc M L AT St (R} dr

The PIE staggered solution procedure is to
extrapolate the pressure time integral (impulse),
solve equation (13) for the structural variables, and
then solve equation (8) for the scattered pressure.
terations are possible but not recommended. The
PIE has good stability characteristics and has been
shown to iterate to unconditional stability[7].

Park, et al.f{7] do not recommend the PIE
procedure because it involves modifying the
structural equations with the damping matrix
[CAnl. The present authors disagree with this
philosophy and strongly recommend a thorough
evaluation of the PIE. R offers several very
appealing features: the addition of structural

,damping at early time is desirable for shock

loadings; the damping matrix is banded; the
extrapolation of the integral of pressure is likely to
be quite accurate because the integral is almost
monotonic; the damping matrix can be neglected or
reduced on an element by element basis after the
shock has abated at, say, one-half to one transit
times; and the accuracy of the PIE appears better
than the DE[7). The addition of a damping matrix
to any well written structural code is straight-
forward  The philosophy of not modifying the
structural code seems unwarranted.
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Displacement Extrapolation (DE)

The method selected by Lockheed for
implementation of the USA code is the
displacement extrapolation procedure{7,33]. The
DE procedure likewise requires a modification of
the basic DAA equations, fhstead of using the
integral form of (8) in which the pressure and
pressure impulse appear, the equation is
differentiated once in time to give

-1 -1 =
ol L 2% BR N CVORS BN ORI IR L0 14

16).* Since the USA code is primarily a three-
dimensional code, only the case of a spherical wave
will be considered. Let S be a reference standoff
distance. Usually S is the distance from the source
of the spherical wave to a pressure transducer that
records the pressure time history at that point. (It
is convenient but not necessary that S also be the
distance from the source to the nearest point on the
structure.) Let P(t) be the pressure time history
measured at the standoff distance. Then the
incident pressure at any point (on the structure) is

S BR=S
. . P, R, = = P - ’ 17
{a .« (w-upl i(Ret) = g Pl - 27 a7

However, the structural acceleration now appears
on the right-hand-side of (14). Yo obtain the desired
displacement, (9) with (10) substituted for the right-
hand-side is solved for acceleration in terms of
displacement, i.e.,

where R is the distance from the source to the point
on the structure, and c is the wave speed. Equation
(17) shows that the incident pressure amplitude
decays as 1/R. It is understood by the context that
when the corresponding incident velocity is

. i g P - RS
{u} = =M 7] (GA) {Pi . Ps} - (15) &i(g,g) = 2 —'——;‘;— . (18)
-1
M ] tx) {u} . ¢~ Bgs
—~ P(1) dr ,

This indicates that the mass matrix of the structure Rzp o
is assumed to be lumped or diagonal; an assumption and the incident acceleration is
that is undesirable for the cubic elements used in
the USA-STAGS code because it reduces the
modeling advantages of higher order elements. u. (R,t) = 1. P (R,t) + 19)
Equation (15) can now be substituted into (14) to ! pc i’
sive RALAL

-1 -1
P L% B P B BN

o n7y (GAly {p,} =
- . {7y ea) (e} e (16)
T kg {ub e {u) )

It is suprising that this form was chosen because
better numerical results are almost always obtained
from higher order formulas (i.e., the PIE with P_ &
ule Also, the ODE procedure considerably
complicates the equations and requires that the
structural mass be diagonal. We do not agree that
this complication and limitation are warranted.

The DE solution procedure is to extrapolate
the structural velocity vector, solve equation (16)

The singularity in the incident acceleration occurs
from the time derivative of I’i at t = R-S/c. There
is a discontinuity, but no singularity in the incident
velocity.

In order to remove this singularity, a
‘modified® pressure is defined as

Pni =T l’i * Ps (20)
where T is the direction cosine between the inward
normal to the structure and the radius vector from
the spherical source, Without reproducing the
extensive algebra required, substituting (20) into
(12) and (16) gives

Ml {u} + 1K) {u} =

21
for the pressure, then solve equation (9) and (10) for @y 1GA 1] { Pm + (1 -T) Pi |
the structural variables, and finally equation (16) is
resolved to obtain a slightly improved pressure. and
This final step is of unknown value, because it only
influences the pressure used in the next step.

-1 P
tal{e} + (o {r} =

Removal Of Shock Wave Singularities pcC m m (22)

The actual eguations implemented by
Lockheed in USA~STAGS are further complicated by
the procedures used to remove the singularities in
the incident acceleration vector in equations (14 &

137

- oAt CwT kg fu) - (e}

*These singularities were introduced in the OE
implementation by the time differentiation; the
incident velocity vector is discantinuous but not
singular.
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The details of the matrices {D] and [H] are given in
reference {29]).

Lockheed refers to (21) and (22) as the
modified, augmented, interaction (DAA) equations.
The differences between the basic DAA equations
given in (8) and (9), and the modified, augmented
equations are substantial. The motivation for using
(21" & 22) is that the structural code, e.g.,, STAGS
used for the solution (21) can be separated, except
for the right-hand-side calculation, from the
solution of (22), e.g., USA,

Solution Procedure Used In USA-STAGS

The staggered solution procedure
implemented in the USA-STAGS code is as follows:

(@) extrapolate the structural
displacements { u®};

2) using the extrapolated displacements,
solve (22) for [pm');

3) using {p_°},.solve (21) for {u},
{a}, and {u} at the next time
step; and

4) using {u}, solve for {pm} at the next
time step.

The extrapolation is actually performed on
the structural force [K}{ u}, not the displacement;
in a nonlinear problem this is an important
difference. There are 3 extrapolation formulas, two
for starting up and one for the typical case. Let
{f)“ = [K] {u}_, the structural forces at the ol
time step. 'Phen, the start up extrapolation
procedure is

f." =f (23)

for the initial step and the first step after a restart
(fo is based on the initial displacements). The next
step is extrapolated using

f0 =26, -1, (24)

and the procedure for a typical step is
£t o =25 =26 e 5E o (25)

These formulas are limited to a constant time step,
which is a restriction on the USA code.

The solution for the fluid pressure in steps (1)
and (4) is done using the Park time marching
scheme(34,35]. This is an average of the Gear 2nd
and 3rd order methods{36], but with superior
accuracy and convergence features. The procedure
for a typical step is

P =6ALP NS P P o (26)

n+9

Since the procedure involves the history from 3
previous steps, there is a 2 step start-up procedure

Py= 68t P + P +.48t P 27)

~

and

w,

P2=.6At Py 12 Py -2 P, +.28t P, (28)

Equations (26-2B8) are also limited to a constant
time step size.

The solution of the structural equations can
be done several ways. If STAGS is used then there
are several integration options: explicit central
difference; implicit trapezoidal; implicit 2nd or 3rd
order Gear; and the implicit Park method. i the
USA code is used with any other structural code,
then the structural response is done within USA
using the trapezoidal rule and only linear response
can be calculated. The trapezoidal rule can be
expressed

. . 1
U, g =g * 3 (un + un+1) At (29)

(30)
1 - . 2

#(un’un~1)A‘

Computation Of incident Pressure In USA

The procedures used by Lockheed for the
evaluation of the right-hand side of equations (21 &
22) are critically important to the overal!l accuracy
of the solution, and since these are not explicitly
discussed in any of their reports, a brief description
will be given herein.

The USA code is based on an interpolation of
the pressure at the centroid of a fluid element
which can overlap one or more wet structural (shell)
elements. This of course, limits the accuracy of the
structural force vector, which is calculated
assuming the right-hand-side of (21) is constant over
the fluid, and, consequently, the structural elements
it contains. The normal vector to the structural
element is likewise interpolated at only one point.

The procedure used for the right-hand=side of
(22) is much more detailed, presumably to properly
account for the moving wave. A total of 17 points
are evaluated to compute the incident pressure on a
single element, One point is at the center of the
fluid element, and there are 2 rings with 8 points
each (every 45) located at radii of 0.296 and 0.491
times the square root of the area of the fluid
element. This procedure is used for all fluid
element without discrimination to element shape.
Various approximations are used to account for the
orientation of the element and its curvature; these
limit accuracy when the element is close to the
source.

The present authors suggest that alterante
procedures be investigated for the computation of
the right-hand-sides of the DAA equations. ®
particular, the shape of the element should be taken
into account and a Gaussian quadrature formula,
either a 3x3 or 4x4, used to perform the
integration. An improvement in accuracy, at a
minimal computational penalty, could be achieved if
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the fluid nodes coincided with the structural nodes

rather than being positioned at the element

centroids.

Summary

This background section has given a very
detailed description of the DAA equations,
staggered solution schemes to solve these equations,
and a description of how these equations were
actually implemented and solved in the USA-STAGS
computer programs. in the next section, a detailed
analysis of the staggered solution scheme used in
the USA-STAGS code is given.

3. NUMERICAL ANALYSIS OF THE USA-DAA
INTEGRATION OPERATOR

The modal decomposition of the governing
equations of motion describing a structure
interacting with an acoustic medium results in the
following equations for a two-degree of freedom
system{7]

mou s ks u = -ag 31
m, qQ + pcag = pcmfﬁ (32)

where u represents the structural displacment, u the
structural acceleration, § the pressure in the fluid,
and q its time integrals The constants p and ¢ are
the fluid density and the speed of sound in the fluid
respectively. The quantities m,, mg, and ks are
measures of the structural modal’mass, fluid modal
mass, and structural modal stiffness, respectively,
and the parameter a corresponds to the wetted
surface area.
Displacement Extrapolated Staggered Operator
(DvE. DAA)

At the time of this analysis, the version of
the USA-STAGS code under consideration employed
the displacment extrapolation method for the
staggered solution scheme. As discussed in the
previous section, the basic equations of motion are
modified by time differentiation of equation (32)
and substitution for the resulting u from (31) and
division of both by m, to yield,

;ouzu--Aq (33)

Rg # pcA (1 ¢+ R) q = pcRuz u (34)

where o? = ky/m, r = m /m*, and A = a/m.. The
following scheme is then followed to advance the
solution in time (the superscript ® represents an
extrapolated value):

1) Extrapolate the displacement by a two-point
predictor in order to find an approximate
forcing function for (34),

[ - .
u"‘1-2u" e oo qd 3%)
2) Solve for the predicted wettted surface
pressure by Iintegrating (34), using Park's

stiffly-stable operator{34),

a, , ¢ = (1045 _ . - 154, + 6q  _ b6
- &, . j)/6at

Ras , , + ecA(1 + R) &3 , o = )
-pck«z Y.

3) Solve for the structural kinematics by
inegrating (33) using one of the structural

integrators available in STAGS (the
trapezoidal rule will be used for all work),
AL . .
Un s 1 % “n * 2 (un’ unﬂ) 38)
. . At - -
“n « 1" Y * 2 (u"0 unﬂ) (39)
M L = - AG® ;  (40)
n + 1 n o+ 1 n e+ 1
4) Reinsert the corrected value of structural

displacement into the fluid pressure (34), and
solve for the corrected fluid pressures,

QP o1 " (10q, , 4 - 15qn (41)
* 6qn -1 T 9% - 2) /6at,
and
Rq + pcA(l + R) & -

n e ; n + 1 (42)
- pcRe U g
Analysis Methodology

The integration operator defined by

equations (35) through (42) can be evaluated by
using a Lax-Richtmyer amplification matrix
approach{32). Basically, each step in the procedure
constitutes a row in the two matrices A, and A.|
that will eventuailly lead to the amplification
matrixe In this case,
I
where B is a forcing vector, and the vector u has
entries,
T o - .-

u = <u*, u, U, u, 9%, 9*, q, @

(44)

ge 8+ B 43)

in acteal practice, the matrices A, and A, and the
vector u are expanded to account for the trivial
steps that update previously known information; for
example, the u, in (35) becomes Une when the
subsequent solution is sought. After t;\e matrices
AO and Ay ares developed (see Appendix A), the
square matrix AO is inverted to obtain,

e 201 - . éo1 « B (45)
The behavior of the integration operator is thus
examined by consideration of the characteristics of
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the amplification matrix, A,~! A4, as functions of
the time s&ep size (At), the structural natural
frequency ), the fluid to structure mass ratio (R),
the wetted surface area to structural mass ratio
(A), and the problem constant (p PO

To assure meaningful values when varying
the large number of parameters, the numerical
evaluation was carried out by consideration of a
physical problem and relating the parameters to
physical entities. This study is thus concerned with
steel shells in water, so that the constants P €, and
o, are fixed (pg = 935 E-5, p, = 7.25 E-4, ¢ =
5’111). A plane strain cylinder is then chosen as a
representative problem from which the ranges of
parameters can be determined.

Range Of Parameters

The parameter A represents the ratio of
wetted surface area to structural modal mass. The
freq y dependent generalized structural modal
mass for a plane strain cylinder has been given by

Love[37] as,

2
m = p wrhn_"'—l

s $ n (46)

in which r is the cylinder radius, h the thickness,
and n is the mode of vibration. An expression for A
thus becomes,

'rhps(n_nt_l) s n + 1

An expression for the natural frequency of a
plane strain cylinder is well known and is given by
Love[27] as

k 2 2 2 2
u2 -—3s L Db o (n_ - 1}° (48)
n m 4 2
H) r n" + 1
where
D= £ ; (49)
120 (1 = v©)

with E being Young's modulus and v Poisson's ratio.

The ratio of fluid mass to structural mass is
also clearly a function ?‘f the vibrational mode, n.
Geers [19) obtains the nt frequency of vibration for
a cylindrical shell in water as (n > 0)

2
w
gl - —O0— (50)
n Pz 2
1 + f—

nm

where ms" is the generalized mass of the shell for
mode n given by equation (46) and w is the
structural natural frequency of mode n as given in
(48)e This combined fluid-structure frequency can
also be expressed as,
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n
2 k
Q = (51)
n n n
m *+ m
s f

andsince R = mf/ms andmz = ks/ms,

2
2? il N 52)
n 1 + R

Thus, a measure of the ratio of fluid mass to
structural mass is,

R =8 L —D— (53)
] h 2
H n <+ 1

The evaluation of the operator is now carried

out by choosing a value of n, computing h from
equation 47 using representative vzlues of A,
computing r from (53) using representative values of
R, and computing a consistent value of w* from (48).

Results

For each set of paramete:s as discussed
above, 20 values of At were supplied to the
integration operator and the spectral
characteristics of the amplification matrix were
computed for each At. The results are presented by
plotting the magnitude of the complex pair which
has the largest magnitude for At near zero vs. the
ratio At/T, where T is the natural period of the
structure adjusted for the added mass of the fluid,
is€s, T = Y% . These plots are a measure of the
artificial damping present in the operator for time
step to period ratios. A unit magnitude implies no
artificial damping. A magnitude greater than unity
indicates instability, where subsequent response
would continue to grow without bound as the
operator marches forward intime. The other useful
result is a measure of the periodicity (or phase)
error that is present in the operator. This
characteristic is presented by plotting the
imaginary plane angle, corresponding to the
eigenvalue whose magnitude was plotted in the
artificial damping plot, vs. the incremental phase,
a8t In these plots a striaght line at 45 degrees is
the line of zero periodicity error, whereas curves
below this line represent an elongation of the
response period as the operator advances in time.

As a point of reference, Figures 3.1a and
3.1b show these plots for three common operators
and for the degenerate case of D.E. DAA with
A=R=0. The labels 1,2,3, and 4 correspond to the
trapezoidal, Wilson-8 (6 = 1.4), Houbolt, and the D.E.
DAA (A=R=0), respectively. It is obvious that for
no fluid the D.E. DAA behaves similarly to the
trapezoid rule. it is not the same however since the
degenerate DAA has five non-trivial eigenvalues,
one real and two pairs of complex conjugates. The
real eigenvalue has a constant value of unity,
whereas the real root for the trapezoidal operator
has a constant value of zero. Again, the complex
conjugate root with the largest magnitude for At
near zero has been plotted as it varies with
increasing values of At.

In all the rest of the figures, the labels,

1,2,3,4, and 5 refer to shell radius to thickness
ratios, r/h, of 10, 20, 50, 100, 500, respectively.
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Since for a given value of h and n in equation (53),
variation of R is equivalent to variation of r/h, the
more meaningful values of r/h rather than R were
plotted. Also shown on these figures is a value used
for the shell thickness, h, since in (47) for a given
value of n variation of A is equivalent to variation
of h,

Figure 3.2a illustrates the artificial damping
present in the IAt. DAA operator when trying to
capture the lower frequency (or longer wavelength)
components of the solution. In general, for small
time step to system periods (At/T < .03), the
operator has little artificial damping independent of
r/h ratios as would be expected. For larger ratios
(At/T > .2) the operator would better capture the
amplitudes for larger r/h ratios. I the transition
range of At/T ratios, the added mass of the fluid
has a substantial effect on the artificial damping
characteristics for varying values of r/h since for
larger r/h ratios at low frequency the added mass of
the fluid significantly lowers the structural natural
frequency.

Figure 3.2b reveals that for a given time step
the D.E. DAA operator elongates the true period of
response more and more for thinner and thinner
shells. For moderately thin shells this elongation
for the low frequency component is very substantial
unless very smaill time step to period ratios are
chosen. For this mode 2 response analysis using a
value of A ~1100) which produces a thickness of 1
in., the D.E. DAA amplification matrix has 7 non-
trivial eigenvalues, 1 real and 3 pairs of complex
conjugates.

Figures 3.3a and 3.3b show the operator
characteristics when capturing the high frequency
response of a mode 10 vibration shape. Curves 4
and S (large r/h) behave similarly to those of mode 2
response in that substantial damping and period
elongation are present unless small time steps are
used. Curves 1, 2, and 3 indicate that the operator
changes characteristics when considering these
thicker shells vibrating in a high frequency mode.
The discontinuities in Figures 3.3 occur when the
eigenvalues change from only 5 non-trivial roots (1
real and 2 pairs of complex conjugates) at the
smaller time steps to the 7 non-zero roots as seep in
the mode 2 curves. Thus for a given value of w” in
the amplification matrix, there are values of R (or
r/h) such that for certain values of At, the matrix
looses two non-trival roots.

The next two pairs of figures, 3.4 and 3.5,
illustrate the effect of variation of A in the
amplification matrixe Figures 3.4a and b show the
operator characteristics for the mode 2 response
using a value of A that corresponds to a shell
thickness of .1 inch. Here it is seen that an r/h
value of 10 produces this same anomoly of root
degeneration for At/T below .06, Otherwise the
operator behaves similarly to that for much smaller
ranges of A. Figures 3,52 and b itlustrate the
operator characteristics for a mode 10 response
using a value of A which is an order of magnitude
larger than that used in Figures 3.3a and b The
root degeneration has occurred for a larger range of

hY
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At/T for r/h of 50 (than in Figures 3.3) and has also
shown up in the r/h = 100 curve. Note that curvs 1
and 2 have 1 real and 2 pairs of complex conjugates
for the entire range of At/T plotted.

Figures 3.6 and 3.7 show the results when
using a fully implicit method in solving the DAA
equations. Basically, the operator evaluates
equations (31) and (32) at time t + At and uses the
trapezoidal rule in expressing u, u, and g att « Aot
as functions of the other unknowns. (See Appendix
B for derivation of this amplification matrix).
figure 3.6b shows that very littie artificial damping
occurs for the mode 2 response for even large A t/T
ratios. More importantly, Figure 3.6b illustrates
the independence of problem size for the periodicity
error present in the fully implicit operator. The
elongation of the response period for the fully
implicit operator is very much smaller than that for
the D.E. staggered integration scheme.

Figures 3.7a and b show the aritifical
damping and periodicity error for the fully implicit
operator for high frequency response. Again, the
amplificaton matiix has lost roots for certain
combinations of w®, R, A, and Wt values. Notice
also (as was the case with the D.E. staggered
operator) that substantial damping seems to occur
at high frequency even for very small time steps.

Figure 3.8a is a plot of the magnitude of the
real root corresponding to Figure 3.2a and is
included to illustrate the extraneous root behavior.
Figure 3.8b is the real root corresponding to the
D.E. DAA operator, mode 10 (Figure 3.3)s The real
roots of the fully implicit operator also behave
similar to this with discontinuities occurring when
the amplification matrix changes characteristics.

Conclusions

Care must be used in choosing time steps for
the staggered solution scheme for solving the DME.
DAA equations to insure a minimum of period
elongation, especially for low frequency response
and relatively thin shells. When a sufficiently small
time step is used to prevent period elongation for
relatively thin shells, the artificial damping of the
response amplitude by the operator is minimal.
However, for only moderately thin shells, the time
step must be chosen by considering the amplitude
damping as the critical factor. In general more
artificial damping but less period elongation is
present in the operator when capturing high
frequency response. The added mass of the fluid as
a function of the radius to thickness ratio is an
important consideration in choosing time step size
because of the non-linear effect on damping of the
structural natural freuqgency.

The phenomena of changes in spectral
characteristics of the operator for critical values of
structural natural frequency, w, mass ratio, R,
wetted surface to mass ratio, A, and time steps, At
needs additional study to formulate this in physical
terms, The question of whether contradictory
values of the parameters havae been fed to the
operator, or indeed, if small enough time steps
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-: produce a numerical instability for certain expansions for the shell displacements and fluid
characteristics in the DAA equations have not been pressure, not from a full three-dimensional model i
. fully addressed. such as is used in USA. The displacements and t
h pressure are expressed as .)-"‘
:: 4. EVALUATION OF DAA CALCULATIONS N ...:
w(g,t) = w _(t) cos néo (54) (¥
:: General ' h=o n ','r"'
¢,
"‘ A large number of DAA calculations, with and o
and without the staggered solution, have been -
v compared to exact, linear acoustic-structural N 4L
solutions and exact solutions of the linear DAA p(o,t) = ﬁ_o pn(t) cos nb (55) ,\?’._
\ equations, {3,5,6,16-24,29,38) and recently s
N comparisons have been made on "exact’ solutions of This leads to two coupled ordinary differential [ '~v
the DAA equations versus the staggered solution equations for w_(t) and p_(t). Note, these are not s

procedure for inelastic structural response
calculations{39). In all the above cited references,
except reference [39], the exact solutions of the
DAA equations and the staggered solution procedure

eignefunction sc“utions (w"\ich are used in Section
3), these are modal DAA equations. The solution
for each DAA mode (n = 0,1,2....,N) should achijeve
asymptotic convergence to the highest and lowest

:s have been found to give accurate solutions. Indeed, frequencies in that model following the same t N,
R the DAA has been used for the prediction of the arguments of Geers{24). This implies that if a full o 5
v response of many submerged structures subjected to three-dimensional model is used (USA-STACS :
X acoustic wave loads|[8,10-13), and in most cases models), there ae 2 asymptotes; but if a Fourier ¥
y DAA results correlate well with the measured series is used, there are 2N asymptotes. This )
9_1 response. The evaluation given in this chapter does implication is contradicted by the results given in 3 >
il not take exception to these past studies, rather, the the USA reference manual{29), which were o
present work is directed to the specific task of performed with a full three~dimensional model, and Wl
evaluation of the USA-STAGS DAA implementation. the results presented herein. The USA-STAGS full R GYy
< three-dimensional models gives the same general
; The DAA has been shown to asymptotically frequency accuracy as the modal results.
¢ converge to the highest and lowest frequency in the N \'
? model{24]. Thus, it is a suitable approach for Plane Step Wave On a Submerged Sphere :t!,
studying the ‘“long® time response of submerged -
- structures subjected to wave loadings. In the The first problem selected for study is a .
»- present work, a study was undertaken to evaluate submerged thin spherical shell subjected to a plane
b the accuracy of the DAA in the ‘intermediate’ step wave. A closed form Fourier-legendre , :
frequency regime. For this reason, only linear polynomial solution to the. coupicu acoustic- \:
o, elastic structural behavior was studied. The structural equations (not the DAA equations) has '. X
) problems selected for study were submerged thin, been given by Huang[11,12). The geometry and t
) elastic, spherical and cylindrical shells subjected to loading are illustrated in Figure 4.1. The following oo
'y a plane step wave[16,38]. Closed form (“exact’) physical properties and dimensions were used in the :
solutions to the coupled acoustic-structural USA-STAGS model: =
" equations have been given by Huang in references 6 '..‘3'
; [16,17 & 38] and were available for comparison with E= 20 x 10° psi - Shell Modulus; : L
¥ the USA-STAGS DAA solutions. Dr. Hanson Huang ?.‘j-
_ of the Naval Resedarch Laboratory, Washington, v= 0,3 - Poisson's Ratio; s
) D.C., gratiously made his computer code available w
) for direct recomputation of the closed form Pg = 7.28 x 1074 Ib-secz/in‘ - Shell density; E: )
7, solutions. His  cooperation is gratefully )
acknowledged. a=  60in - Shell Radius; x
NG
2 Concern over the accuracy of the DAA 2h= 1.2 in - Shell Thickness :,i
implemented in USA-STAGS was manifested IR
' because of the results of Huang's DAA computations c= 6 x 1o4 in/sec - Fluid Wave Speed®; o '
e for the sphere{5]. This excellent study was done on A
) the basic DAA equations (8 and 9) and not the o = 935 x 107 Ibrsec/in* - Fluid .,‘:
:! staggered procedure implemented in USA-STAGS, Density.

equations (21 and 22). In particular, Figures 5 and 6
of reference [5] show heavy damping in the DAA

All of the results given by Huang are in [
‘ calculations by a time equal to 10 transits of an dimensionless form, using the following normalizing b
3 acoustic wave across the spherical radius. This is parameters: S
j late time, and the results at eariier times were

4 accurate, but the heavy damping is a cause of L= z2/a- Dimensi~less coordinate;

X concern. vy

’ *Huang used a wave sp: = 5,75 x 104 in/sec 3

The DAA solutions given by Huang[5] and in (C=3,70), approximately ~ver than the prsent

K many of the references cited in the first paragraph value. Since the results « given as a function of :_'\.'

of this section were developed using Fourier series dimensionless time, this discrepancy is negligible. ,.:;
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= h/a - Dimensionless thickness;
W= w/a- Dimensionless displacement;
T= ct/a- Dimensionless time;

= p/;nc2 - Dimensionless pressure;
M= a/2hps = Buoyancy parameter;

v E/p (1- v2) - Relative wave

speed.®

C =

For the given parameters 7 = .01, M = 642, and
since M > 3 the shell is positively buoyant.

The STAGS finite element model used a one-
quarter model of the sphere with 15 equally spaced
nodal lines around the equatorial plane (x = 0), thus,
A6m 180°/14 = 12.9°, and 7 equally spaced nodal
lines between the equator and pole(x = a, y = 2 = 0),
thus A¢ = 90°/6 = 15°. Only four node flat
quadrilateral plate elements were available in the
pre-release version of STAGS-C1 that was used, so
the model did not extend to the exact pole, rather a
small 4° hole was left in the model. mspection of
the results and subsequent comparison with a model
using triangles extending to the pole revealed that
this approximation had a negligible effect on the
resuits at the equator. The planes x = 0 and y = 0
were modeled as symmetry planes. This problem is
axisymmetric about the z-axis, but this symmetry
was not modeled because USA-STAGS does not have
an axisymmetric modeling capability. A constant
time step At = .25 ms (At = ,25) was used for the
USA-solution.

The results of the USA-STAGS computations
are shown against Huang's closed form
solution{16,16) in Figures 4.2-4,6. The solid line is
the USA-STAGS solution and the dashed line is the
closed form solutiona. The plots are for the
dimensionless outward normal displacement (Figures
4.2 and 4.3) and velocity (Figures 4.4-4.6) versus
dimensionless time to T = 16 (a time equal to 16
radius transits)s Because the solution for the
velogity asymptotically approaches a steady
translationa) velocity W_ = W(6 = 180°) = ~W(0 = 0°)
= 3M/(6 + M) = 1,55, the rigid body motion obscures
the structural response at 0 = 0° & 180°. For this
reason, Figure 4.2 shows the average of the outward
normal displacements at 6 = 0° & 180°, i.e., the
radial *stretch’.

These results clearly demonstrate the excess
damping in the DAA. Qualitatively these results
are quite similar to Huang's for the exact solutions
of the DAA equations[{5}. However, there are
important quantitative differences:

() Huang's results showed the exact DAA
and the closed form solution to be
virtually the same for 0 < T < 1.2,
whereas the USA-STAGCS results lag
the closed form solution;

Curiously, the USA-STAGS results for
the outward normal displacement at 8
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= 90° (Figure 4.3) and the velocity at @
= 180° (Figure 4.5) are very accurate
toT=4;

The USA-STAGS results for the
outward normal velocity at 6 = 0°
(Figure 4.4) indicate the initial
acceleration is approximately 6 times
less than the closed form solution; and
At late times (T > 10), the USA-
STAGS results appear to be less
damped than the exact DAA results.

Single Pulse Wave On A Submerged Sphere

The second problem selected for study is the
same submerged sphere, however, the loading is now
a plane pulse wave of duration T = 2 (2 radial
transits = engulfment time). The pressure time
history is shown in Figure 4.7. All the parameters

‘and the USA-STAGS model are otherwise the same

as the previous problem (including the 4 percent
slower wave speed for the closed form solution).
The closed form solution for this loading has not
been published, but Dr. Hanson Huang of the Naval
Research Laboratory kindly agreed to compute the
closed form solution to this new loading. The
duration, T = 2, was chosen in an attempt to excite
significant response amplitudes in frequencies
higher than those observed with the previous
loading. The USA-STAGS solution was again
calculated using a constant time step At = .25,

The comparisons between the USA-STAGCS
calculations are shown in Figures 4.8-4.11 for the
normal displacement and velocity at 0* and 90° in
the equatorial plane. The USA-STAGS solution is
again the solid line. Qualitatively the comparisons
are similar to the results for the step wave. The
major difference is at late time where the USA-
STAGS results seriously underestimate the
amplitudes which for the pulse loading are greater
than the early time amplitudes. For example, the
velocity (W) at 0° reaches a minimum of =14 at T =
«5, but attains a maximum of 1.8 at T = 15. The
USA-STAGS results are accurate at early time, but
are less than 10 percent of the closed form solution
of T = 15, The frequency content of the USA-
STAGS solution is quite close to the closed form
solution, and, again, the tendency of USA-STAGS to
lag at early times and lead at late times is
observed. The asymptotic values for displacement
and velocity are quite close,

Step Wave On A Submerged Cylinder

The third problem selected for study is a
submerged cylinder. The cylinder has the same
geometric and material properties as the previously
analyzed sphere. The problem is one of plane strain
and the loading is again a plane step wave. The
closed form solution to this problem has also been
given by Huang(38]. The USA-STAGS mode!
consisted of 2 rows of 36 equally spaced elements
around the circumference (A8 = 10°). A ful!l wave
mode! was used and symmetry about § = 0* was not
enforceds A full three-dimensional mode! was used,
with an axial spacing of Az = 10°. Symmetry
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boundary conditions in the axial direction were
imposed to effect the plane strain solution, In USA
it is necessary to artifically extend the cylinder to
accurately compute the plane strain added mass
matrix. This was done using NUMZ = 500 and ZLEN
= 10, see page B-6 of the USA manual(29). A
constant time step At = ,125 ms (At = .125) was
used. Thus, both the grid size and time step for the
cylinder are finer than for the sphere. To remove
the rigid body translation in the direction normal to
the incident wave propagation direction, the
circumferential displacement was constrained at
both 0° and 180°. W a trail run that was made
without these boundary conditions, the computed
solution was noticably inferior. This is surprising
because there is inertia in this direction, and, thus,
the effective stiffness matrix is not singular.

The USA-STAGS results are compared to
Huang's closed form solution which were not taken
from reference [38] but were reproduced using the
computer code that Huang was kind enough to
provide us. For the cylinder problem, the closed
form results were computed using the same fluid
wave speed as used in the USA-STAGS solution (c =
60 x 10”7 in/s). Figures 4,12, 4.13, and 4.15 show the
outward normal displacement at 90°., Figures 4,16~
18 show the hoop strain at 0°, 90°, and 180°,
respectively.

The solution to this problem exhibits little
harmonic behavior, and as expected, the USA-
STAGS solution agrees very well with the closed
form solution.

5. CONCLUSIONS

As described in Appendices C and D, there
are many errors and needed improvements in both
STAGS and USA. Considerable time and effort will
be required before they will evolve into fully
operational, verified codes. The personnel at
Lockheed are capable of accomplishing this, but
they are subjected to conflicting pressures that
make the eventual outcome questionable. It is
difficult to maintain sufficient interest and funding
in this type of code development activity.

The modified, augmented, interaction
equations and the displacaement extapolation
staggered solution scheme for the DAA were chosen
because they permit separation of the fluid (USA)
and structural (STAGS) codes, not because this is
the best procedure for solving the DAA equations.
We do not agree with this philosophy which has lead
to needless complications and redundant and
confusing data requirements without improving the
overalf quality of the solution.

The present configuration of the combined
USA-STAGS codes for the solution of submerged
shells subjected to transient excitations is
cumbersome, requires redundant data and too many
control cards, and is a source of many potentially
serious errors, For the typical user, this inhibits
effective utilization of the codes. For this highly
specialized application, the typical user would be
better served by a single code,
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We believe the selection of fluid pressure
degrees-of-freedom at the centroid of the fluid
elements is inferior to using nodal point fluid
degrees-of-freedom. Nodal point pressures would
make the USA code more like a finite element code
and would undoubtly improve the accuracy of the
consistent nodal point forces.

The staggered solution scheme implemented
by Lockheed in the USA code appears to work
reasonaby well and has given reliable solutions to
many problems. However, the Lax-Richtmyer
stability analysis revealed significant phasing errors
and discontinuties in the behavior of the operator
that may give rise to improper behavior for some
problems. The analysis revealed a need for small
time steps for low frequencies and/or very thin
shells, but most applications of interest do not
appear to be in this regime. The analysis also
indicated that a fully implicit implementation of
the DAA equations would have superior phasing
characteristics, avoid the behavioral discontinuities,
and be unconditionally stable.

The calculations performed on the various
test cases reported in Section 4 and on many other
unreported problems show the same qualitataive and

quantitative behavior reported by Huang in
1975(5]c The present authors fully support and
agree with Huang's conclusions and

recommendations. The DAA solutions are indeed
overdampled compared to the true hydrodynamic-
structural dynamic response. However, the USA-
STAGS calculations generally agree well with the
exact DAA calculations reported by Huang and
others. R is not possible to fully access the
implications of the approximations required to solve
and implement the DAA equations. We believe that
there will be many situations in which USA-STAGS
will work well and others where it will not.

We have found both USA and STAGS to be
highly effective, useful, and efficient codes for the
computaitons of the response of submerged shells to
shock loadings. There is much that needs to be done
to improve and correct these codes, and to that
extent it is not possible to make a final judgement,
but we believe these are excellent codes. We have
no hesitation in recommending their usage.

6. RECOMMENDATIONS

Both USA and STAGS area valuable tools
with which to access damage to submerged

' structures subjected to shock loads. They should

continue to be supported until they evolve into more
fail-safe, easy-to-use codes. These codes should
provide effective and efficient service to both Navy
laboratories and contractors for many years to
come.

However, there is a strong need for further
work in this area directed both at improving
currently used techniques and developing new, more
accurate and efficient techniques. The following is
a list of four such recommendations:

()] Develop and evaluate various methods
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for banding the fluid mass matrix.

There are several promising
approaches, and banding the matrix
will permit the consideration of many

options that are presently
computationally expensive;
(2) Develop and evaluate an

unconditionally stable, fully coupled
(implicit) solution algorithm for the
fundamaental DAA equations. A
banded added mass matrix wouid make
this approach viable, This would
eliminate the staggering of the
solution scheme and would encourage
the elimination of the USA code;

(3) Implement and evaluate the Pressure
integral Extrapolation (PIE) solution
scheme. By lockheed's own analysis,
the PIE is as good or better than the
Displacmeent Extrapoliation scheme;
and

(4) Continue the evaluation of the DAA
when implemented with Fourier series
representations, particularly the
DAA-DYNAPLAS implementation.
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APPENDIX A

DEVELOPMENT OF LAX-RICHTMYER MATRICES
FOR DMNE. STAGGERED SOLUTION

in addition to equations (35 thru 42)
described in Section 3, the following three identity
equations for updating unknowns are used in the
development of the amplification matrix;

n-1" % -1
The amplification matrix is Ao'1. Ay where

502' vart =2 st v B
expresses unknowns at time t ¢+ At as functions of
unknowns at time t. The vector of unknowns at t +

Atis

<ll>t * At=<u.n.1' uﬂ"" unl

Ya s 17 Yn s 1,q; + 1'% « 17 9y

. -, -
9% - 1* 95+ 71¢ 99 0-1>

The 11 x 11 matrix A, ls thus

1 0 0 4] 4} [/]
(1] 1 0 -At2 (4] 0
0 0 1 ] 0 0
0 0 0 1 =At/2 (V]
m? w 0 0 1 A
pc g 0 0 0 pcA(1+R)
0 pcRuw 0 0 0 0
0 0 1] 0 0 0
)] 0 [4] 0 0 0
0 [+] 0 0 0 -10/6At
0 0 [+] 0 0 0
0 0 0 0 0
0 (1] 0 0 0
0 0 0 4] 0
0 0 0 0 0
v] 1] 0 [1] 0
0 0 (V] R 0
pcA(1+R) O 0 0 R
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
~10/64t 0 0 V] 1

and the 11 x 11 matrix Ay becomes

0 2 -1 0 0 0

0 1 0 At2 0 0

0 1 0 0 0 0

0 0 0 1 At2 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

1 0 0 0 0

0 1 0 0 0
-15/6At 74t -1/64At 0 0
-15/6At /4t -1/6At 0 0
APPENDIX B

DEVELOPMENT OF LAX-RICHTMYER MATRICES
FOR FULLY IMPLICIT INTEGRATION

To develop the fully implicit integration
operator, equations (31) and (32) area divided by m,
and evaluated at t + At,

- 2
u

Rag s qtochay, gmpcRuy

To complete the system of 5 equations and §
unknowns, the following trapezoidal expressions are
postulated,

“n01="n' A-2L(“n”'n~‘l)
AL

Upe1=Upt 2 wn‘"n#l)

G+ 1™ * A-;(qn’qnvl)

The vector of unknowns in equation (43) now
becomes

a1 = Uneqr Ynetr Unear pe1r Gpeq”

and the 5 x 5 matrices Ao and A4 are,

W o 1 0 A

0 -pcR 0 pcA R {“)nﬂ"
1 -~At2 0 0

0 1 -at2 0 0

0 0 () 1 -at2

0 0 0 0 0

0 0 0 0 0

1 ay2 ] ] o {ut,

0 1 At ) 0

0 0 0 1 At/2

“".-

S e e e S s L e 'kaumm




APPENDIX C
EVALUATION OF STAGS COMPUTER PROGRAM

Pacifica Technology has been using both the
*C* and °C1°® versions of the STAGS code for
several years. The *C*® version was an intermediate
version (a finite element version of a finite
difference code) that was released exclusively to
the Naval Surface Weapons Center in White Oak,
Maryland. The contents of STAGS-C were, and still
are, largely unknown. Our C1 version was obtained
from Lockheed in April, 1979, PacTech has been
using STAGS-C1 since then. We have found it to be
a very excellent computational tool for the general
analysis of shell structures. STAGS has been
developed exclusively for the analysis of shells; its
name comes from Structural Analysis of General
Shells.

Perhaps the most important virtue of STAGS
is that it has been developed exclusively for the
analysis of general shell structures; it is not a
general purpose code, but it is a very robust special
purpose code. It can solve any type of shell
problem: static; dynamic; elastic; inelastic; large
deformation; buckling and static collapse; modal
analysis; and it has both explicit and implicit
transient integration operators. These capabilities
are nicely augmented by an extensive library of
input options for the specialized description of shell
problems, for example, shell coordinate systems,
stiffener eccentricities to the mid-surface, and
imperfections. These are essential features for any
shell code, and too often they are not available in
general purpose codes. STAGS is also a
computationally efficient code, especially for
central processor time, compared to general
purpose codes, but are discussed below the VO
efficiency could be improved.

Although STAGS is an excellent code, the C1
version is in effect an entirely new code and, as
such, it is undergoing extensive review and
correction, It will take at least one and probably
two more vyears to evolve into a properly
functioning analysis tool. This will occur only if
Lockheed places emphasis on the debugging and
correction of the present version, and avoids the
temptation to embellish the code.

At present the most significant problem with
STAGS~C1 is a lack of documentation. Although a
great deal has been written about STAGS and its
use, the only documentation that exists for the C1
version is a users manual[42}c This manual, in spite
of its size, does little but define the data cards that
are required. There is virtually no discussion or
guidance, and few recommendations are given.
Even skilled and experienced finite element code
users have difficulty learning to use STAGS-CY
because of the lack of adequate documentation.
There seems to be a great deal of emphasis in the
manual on identifying the FORTRAN variable
names and little concern on identifying the physical
meaning of the variables, or the consequences of
their use or omission. The users manual should be
entirely rewritten to include much more guidance
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for the average user.

While there are many very useful options
described in the manual, our experience is that
many of these options have not been implemented
and often one option will not work when other
options are used, for example, user loads do not
work when a user grid is employed. Also, there
appears to be a number of options that are in the
code but that are not documented in the manual.

The lack of a theoretical manual s
surprising. In one application a serious modeling
error was made because we incorrectly assumed
that STAGS formed a full tangent stiffness matrix.
STAGS does form a partial tangent stiffness matrix
for the large deflection terms, however, the
nonlinearities due to plasticity are handled entirely
by a pseudo force vector. Other features that need
further description in a theoretical manual include:
nonlinear solution strategy; convergence tolerances;
the 5 point integration rule for the 410 element; the
mechanical sublayer plasticity and how it is handled
computationally; constraints; and integration
through the thickness. (The Volume | theory manual
was released by Lockheed after this report was
prepared.)

Lockheed needs to develop a more organized
method of interfacing with the STAGS user
community. Although they use the CDC UPDATE
processor for making corrections, they do not keep
track of the correction IDENTS and hence loose
valuable archival information. Lockheed only
infrequently makes updates available to the user
community. Also, the versions of STAGS that
Lockheed has released to us and the Naval Surface
Weapons Center at White Oak, and Lockheed's own
version of the Air Force Weapons Lab computer
system appear to be unknown quantities, i.e., no one
remembers what is in them.

The following is a list of errors and suggested
improvements:

1 The users manual should be rewritten with
greater emphasis being given to examples
and recommended practices;

(2) A theory manual should be written;

(3) A full tangent matrix appraoch should be
available as an option;

4) The element VO should be dramatically
reduced. The 420 element currently reads
and/or writes about 2500 words per
iteration, This is excessive. Tradeoffs
between disk, ECS or LCM, and
recomputation should be made. Possibly an
option to recompute or read can be
included. The /O structure of the code is
excessively complex, it needs to be
simplified.

(5) The constraints (full and partial) available in
STAGS work only in certain restrictive
situations and are subject to serious
numerical difficulties. Erroneous solutions
are frequently obtained when wusing
constraints. Currently, constraints are
available only in local coordinates. Options
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7)

(8)

(9

e

(amn

(12)

(13)

(14)

(15)

(16)

(17)

(18

a9

(20)

should be added for global coordinate
constraints. The Lagrange multiplier
constraint leads to spurious eigenvalues that
are undsirable. Penalty function constraints
should be available in their place. When
constraints are used, each DOF retains a
column number in the assembled marix. This
inefficiency should be eliminated;

The equation solver used in STAGS has too
fine a tolerance for the detection of rigid
body motion and roundoff error. Also, the
skipping of blank or empty columns is a
dangerous practice that permits modeling
errors to go undetected;

The TAPE21 geometry data for the
postprocessor appears to be overwritten by
the constraints;

The IGLOBE=3 option did not work correctly,
this has subsequently been corrected. The
IGLOBE=4 and S options should be
documented;

The restart file used by STAGS is much too
large. Virtually everything is saved every
time step to permit postprocessing. What is
needed is a separation between restart data
and time history data. Restart and solution
contour data should be put on one file, and
selective time history data should go on
another files The user should have the
options of having data saved every “n° steps
or every At seconds. At program exit,
restart data should always be written for the
last successful step;

The program printout needs improvement.
The selected output options do not work
correctly and frequently generate more
printed lines than a normal output. The
‘overwriting® formats with + signs in column
one should be eliminated.

The memory allocation algorithm is not
foolproof (especially true for USA=-STAGS);
The solution strategy, while generally
working well, could use options to permit
further user control;

The EIGA,EIGB frequency bounds sometimes
give undesired results;

In addition to CP time checking, automatic
170 time checking should be done each
iteration as well as every time step;

The user load option does not work with a
user gride Many other user defined options
appear not to work in conjunction with one
another;

The overrelaxation factor tends rapidly to
2,0 and then remains fixed, This is not

optimal. Some user control is desirable for
this factor;
The output from linear and nonlinear

branches is quite different, This s
undesirable. Computing stresses and strains
with different fogic for linear and nonlinear
branches is a needless source of error;

For inelastic analyses, Poisson's ratio must
be set to 0.5 for beam and truss elements,
the code does not automatically do this;

Time varying loads do not appear to work
properly with some nonlinear shell units;

The load step control for nonlinear static
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(21)

(22

(23)

(24)

(25)

(26)

27

(28)
(29)
(30
31
(32)

(33)

(34)

(35)

(36)

(37)

analyses does not function properly. The
zero step is always linear and the subsequent
first nonlinear step is always to the same
load factor. The rapid convergence causes
the load step to be doubled, something that is
not always desirable. The repat of step zero
is an inefficiency;

Substantially different iterative convergence
is observed with the A and B load systems.
Load system B seems to work as a preload
with iterations being best done with load
system A. This should be corrected;

Despite the many load systems available in
STAGS, we have experienced difficulty in
conveniently defining general load systems.
Also, many load options do not function
properly. It is curious that USA has very
convenient logic for handling moving,
decaying lods, but that STAGS has no
efficient option for this type of loading;

A compatible curved shell element should be
included;

The version of STAGS that is distributed to

the user community should contain the
comment cards included in the Lockheed
version;

There is a major error in the handling of the
area damping that causes several serious
errors including the generation of negative
damping. The diagonal damping matrix is
input and treated as a vector. In the case of
orthogonal local-global transformations at
angles other than 90, both the magnitudes
and signs may be incorrect;

The transformatioans performed at the pole
of the spherical coordinate systems causes
fatal execution errors;

Distributed loads are not treated consistently
and work only for regular grids and shell
units;

Temporal and spatial loading (UPRESS)
cannot be accessed with linear shell units;
Area damping cannot be used with element
units;

Stiffness damping can cause the solution to
diverge;

Nodal damping values cannot be input;

Loads referred to an undefined load systems
are applied without an error message being
written;

Setting the initial
without specifying
erroneous results;
The manual is not clear for initial velocity
input (the load type is not irrelevant as the
manual claims, it must be one of the possible
load types); and

The code goes into an infinite loop when a
bad element Jacobian is found;

There is no output for beam (stiffener)
elements that are not plastic; and

There is no method to control the bandwidth
numbering, this generates a very large
bandwidth and subsequent 1I/O charges for a
full cylinder.

velocity flag (IVELO)
initial velocities gives

The programming philosophy used in

developing STACS is not easy to understand, and,

RN SR

'I

\*.‘\'

suﬁ’.\x.m-y_&hﬁ

Ny

ey
o, )

o A .

(A
“"':'HE~

7
x4



-
o™ " e

-

T -

P o ¥ 3 J

ePure s o &

14
i . e el e
TSN TS R SRR AR A P e e e e O
e Y e et f  f o e e N

consequently, it will be difficult for even skilled
finite element code developers to modify STAGS for
their individual needs. Even after a year of
intensive study and general use, we are reluctant to
make changes in STAGS., A programmers manual
would be very useful in this regard.

In summary, the extent of the above list is
evidence that the C1 version of STAGS is in a
primitive form and in need of extensive corretion
and improvement. Our review has been daetailed
and critical because we believe that STAGS can be
a very efficient and effective code for the solution
of all types of shell problems. Rt needs much
additional work, but the STAGS support personne! at
Lockheed are highly skilled and capable of
performing the needed improvements. We
encourage them to do so, and receommend that
shell analysts acquire and use STAGS.

APPENDIX D
EVALUATION OF THE USA CODE

Pacifica Technology has also been using the
USA code in conjunction with STAGS for several
years. We have found it to be an efficient and
effective code for the solution of the modified,
augmentd, interaction equations via the
displacement extrapolation staggered solution
method described in Section 2, This is an
important, but limited application. In particular,
the USA code is highly effective in tandum with
STAGS for the solution of submerged stiffened
shells subjected to shock loads which produce
significant plasticity and/or large deformations.
Ths class of problems is asignificant interest to the
Navy. The use of the USA code in a stand-alone
capacity, or with other structural codes for the
solution of linear problems seems of more academic
than practical value.

One of our main criticisms of the USA code
is the philosophy that spawned its creation.
Lockheed believed that the DAA needed to be
implemented in a code that was entirely separate
and independent from the structural code. This lead
them to the derivation of the modified, augmented,
interaction equations, and the displacement
extrapolation staggered integration method. We
believe that neither of these are desirable, and
certainly disagree with the basic philosophy that
lead to their selection. The USA-STAGS codes are
not separate stand-alone codes, they are coupled
and strongly dependent. Also, attempts to use other
structural integrators have required substantial
programming efforts to implement. It is our opinion
that any well written structural code can be readily
modified to accomodate the DAA as in the case of
TRAINS{25], ADINA[30], and EPSA[15), and having a
single special purpose code would lead to many
added benefits. Besides, USA is a special purpose
code that is limited to this one class of problems.
Since the DAA and the staggered solution method
have been discussed and evaluated elsewhere, the
remainder of this appendix will be directed to the
evaluation of the USA code.
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Like STAGS, the documentation for USA is
inadequate. Again, only a users manual is
available{29], and the manual seems to concentrate
on the identification of the FORTRAN variable
names without defining the physical nature of the
data. Since the DAA is not well understood, this
problem is much more serious with USA than with
STAGS (there are many knowledgeable finite
element code users). Although there are several
examples of typical data for USA, all of these are
for stand-alone USA runs. There are no examples of
the USA-STAGS data, indeed, the manual[29]
discusses only USA. This is again a product of the
separate-and-equal philosophy. tockheed has
written two reports to the Defense Nuclear Agency
whose purpose is to serve as USA-STAGS manuals.
These have never been distributed and are said to be
out-of-date.

Because of the separate-and-equal
philosophy, the data structure that is required for a
USA-STAGS run is extremely complex, redundant,
confusing, and a source of needless error. A typical
USA-STAGS run requires a STAGS1 preprocessor
data deck and execution, a FLUMAS data deck and
execution, an AUGMAT data deck and execution,
and a combined USAS(STAGS2) data deck and
execution. Also, both U3SA and STAGS have
postprocessors that require data and execution.
These difficulties are further compounded when
user supplied subroutines must be compiled in the
run stream, or when special coding is used to
generate required data (a procedure we find useful
and frequently use)s Also, USA-STAGS makes
extensive use of dynamically assigned permanent
files which require manipulation in the run stream.
To make matters even more overwhelming, the
execution modules (STAGS1, FLUMAS, AUGMAT,
USAS(STAGS2), and the postprocessors require a
special loading sequence; and because there is a
high degreee of fraternization between the modules
{(use of common subroutine and/or routines with the
same name but different instructions), it is necssary
to form "libraries® from the various groupings of the
relocatable binary records before the absolute
elements can be formed. This is an extremely
complex process, the results of which depend on the
order of libraries specified, thus, creating another
source of error. It is not uncommmon for a typical
USA-STAGS run to require 100 control cards to
obtain a complete solution with postprocessing. In
order to reduce the possibility of error, it is
necessary to use control cards macros to effect the
complex process of multiple executions and file
manipulations. This procedure is extremely
complex and beyond the scope of all but the most
expert user. Also, there is no documentation on
how to perform these intricate steps. These are
serious deficiencies and should be remedied.

The final step in the staggered solution
sequence for the displacement extrapolation method
fs a correction of the pressure. The only use for
this correction is to change the history terms that
will be used for the fluid equation in the next time
step. The effect of this final correction has never
been evaluated, it was included because it could be
done inexpensively. There is one bad feature of this
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final step, it permits the ‘pressure® for which
history is retained and printed to be different than
the pressure used to drive the structure. This is
undesirable. Our experience has shown that
differences between these values can be significant
at early times. We suggest that either this step be
eliminated or the pressure applied to the structure
be printed. In any case, logic should be added to
insure that the two values agree to a reasonable
tolerance.

The selection of the fluid degrees-of~
freedom at the fluid element centroids we believe is
inferior to the fluid element nodes (for example, as
used by Roderick, et al.[26]). While a high order (17
point) formula is used to evaluate the incident
pressure term for the fluid equation, because of the
selection of the centroidal pressures only one
integration point per overlain structural element is
used for the structural equation. This is much too
crude for the structure and too fine for the fluid.
This should be corrected. Another related problem
is that USA computes the consistent force vector
rather than sending a vector of pressures back to
STAGCS. This is a source of error and has caused a
great deal of trouble in developing a "live load®
capability (one that accounts for the large
rotations). We recommend that pressures, not
forces, be passed to the structural code.

The USA modules receive a great deal of
data both from STAGS and via input. However, in
many of the important computational routines only
sparse subsets of this data are available. This
appears to have led to a number of unusuai
approximations. For example, the incident pressure
is evaluated on two circles drawn about the fluid
element centroid without regard to the actual
element shape, and although data is available on the
actual doubly curved geometry, a single radius of
curvature is used. The errors associated with this
model are generally small, but the approximations
are needless and inaccurate for stand-off distances
that are small compared to the shell diameter. We
recommend that the basic data from the structural
code be retained and used in USA (nodal point
coordinates, .urvatures, etcCe)s

Lockheed chooses to have the user identify
the fluid elements by defining the structural nodes
to which each fluid element is "attached®. This is
dangerous since it is possible to inadvertently omit
structural nodes. These omitted structural nodes
are treated as dry and thus receive no direct fluid
loading. Since the only proper modeling is to have a
fluid element overlay one or more structural
elements, a more fail~safe input scheme would be to
define for each element the overlain structural
elements and have USA construct the correct “fluid
nodes® from the structural connectivities.

The line-of-sight algorithm used to compute
the incident velocity used, say, in equation (22)
causes an undesirable unloading of the ends and
backsides of most structures. When the vector dot
product of the normal to the structure and the line-
of-sight vector is positive the initial value
computed for the scattered pressure is negative.

This is incorrect because reflections and
diffractions will generally give a positive value
initially. This inaccuracy has never been evaluated,
and it may be the cause of the low axial strain
computations frequently observed,

The following is a list of suggested
improvements and errors (other than those
previously discussed):

Q)] the time step sepcified to USA can be
different than that used by STAGS, thus
producing an erroneous run;

(2) The QUAMOD symmetry flag is redundant,
this information should come from the
structural code;

3) a half symmetry option should be coded and
the restrictions on the symmetry planes
removed;

4) the NUMZ and ZLEN parameters should be
eliminated and the actual 2D influence
functions used for a plane strain analysis;

(5) the symmetry options do not work with a 2D
run;

(6) the AUGMAT processor should be integrated
with the FLUMAS processor.
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DISCUSSION

Mr. Orne (Westinghouse): How meaningful
would a first order approximation of the
rigid shell analysis be on this kind of
a problem? 1Is there some way to check
the solutions against a limiting case of
a non deformable structure, either for
cylindrical shells or spherical shells?
The USA=-STAGS code is a combined code
and STAGS takes into account the elastic
properties of the structure itself. In
the limiting case where the structure is
rigid, a rigid sphere or a rigid cylin-
drical shell, what would that code pro-
ject and how would that compare to other
kinds of simple models of that
situation?

Mr. Dunham: It would probably do
better, the elastic case is the more
severe case.

Mr. Orne: How much difference would
there be in terms of the pressure that
would impinge on the peak pressures that
you are talking about from a structural
engineer's point of view? What load
would you apply to a given structure to
analyze 1t? How much different would
the pressure loading be on either speri-
cal or cylindrical structures in the two
cases where you take the elasticity of
the structure into account and other
cages where you don't to get the rigid
body motion?

Mr.

Dunham: First of all there would be

less damping.

Mr. Orne: Are we talking about factors
of two or three difference {in pressure?

Mr. Dunham: No, I don't think so. 1

think there would be a lot of similar-

i{ty. 1 would not recommend this is a
procedure to solve rigid structure
problems because you are wasting a great
deal of the computational capabilities.
You would be better off with a code that
just treated the fluid.

Mr. realize that. 1 am just

asking about this as a check case.
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Mr. Kushner: As I understand {t you
want to know how close would you be to
the total load on the structure {f you
just used the load scatter pressure on
the rigid cylinder instead of calcu-
lating it with a DAA., In most of these
problems you would be pretty far off,
perhaps by a factor of two or three.

Mr. Meller (Lockheed Missiles & Space
Co): I would like to make two com=-
ments. First the STAGS code is really
not restricted to shells. You can use
all kinds of finite elements in conjuc-
tion with shells. The other comment is
in regard to the damping. Do you know
where the damping comes from? Does 1t
come from the USA part or from the STAGS
part of the code? The time integration
procedure is used and I'm not sure which
one is used; but if you use the Park
implicit method in the STAGS code then
it has mathematical damping which
depends on the time steps and 1t is
available in literature. The type of
damping you use depends on the type of
damping you are talking about, time
integration or the USA method.

Mr. Dunham: The point 1is well taken.

We did not use the Park method, we used
the trapezoidal rule which has no damp-
ing 1n it. The damping in the figures
that you saw are intrinsic to the method
itself. The DAA has {ts damping so the
answer is that it indeed does come from
the USA part, it does not come from the
STAGS part. You do not control the
integration operator in the USA-STAGS
combination through STAGS. The USA
modules, or the USA-STAGS modules do
that. Your point about the finite ele~-
ments in STAGS 18 undoubtably true for
the people who use STAGS at Lockheed and
it is not true for anybody else. We
have the distributed version of STAGS
and our version does not have that capa-
bilfity.
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MEDIA-STRUCTURE INTERACTION COMPUTATIONS EMPLOYING FREQUENCY
DEPENDENT MESH SIZES WITH THE FINITE ELEMENT METHOD

A. J. Kalinowski and C. W. Nebelung

Naval Underwater Systems Center
New London, Connecticut

of appropriately sized dampers.,

The general problem of treating the numerical linear dynamic
response of structures imbedded in a medium (fluid or solid) while
subject to either radiation conditions or incident traveling wave
inputs is considered. The formulation models both the imbedded
structure and surrounding medium with finite elements and treats
the absorption of waves radiated outward from the structure by means
Transient solutions are obtained by
first computing the steady state transfer function for the response
quantity of interest, and later post-processing this function with
an FFT algorithm in conjunction with the specific input wave form.
Segments of the transfer function are computed with the finite
element method in the frequency domain by employing a set of fre-
quency dependent mesh size finite element models, carefully designed
to operate over a limited frequency band. The entire transfer func-
tion is obtained by piecing together the individual segments.

INTRODUCTION

This paper addresses the general problem
of numerically computing the linear dynamic
response of structures imbedded in a medium
{fluid or solid) while subject to an incident
traveling wave or radiation condition type of
loading. The class of problems we address is
broad and encompasses fields such as fluid-
structure interaction problems encountered in
underwater acoustics (both harmonic and shock
wave type loadings) and solid-structure inter-
action problems encountered in seismic response
computations. Specifically, the model configu-
ration consists of a general elastic structure
surrounded by an infinite medium (which may be
fluid or solid). The loading conditions are
either radiation or scattering time dependent
conditions and result in either outward or in-
ward propagating pressure (or stress) waves
within the surrounding infinite medium, The
temporal nature of the loading will be both
time harmonic (i.e., all response quantities
vary as elwt_ ., and t being frequency and time
respectively) and transient. The basis for the
solution procedure for both temporal problem
types focuses on the determination of the trans-
fer function of the system (1.e., the time
harmonic response of certain response quantities
of interest vs,.loading frequency w). For prob-
lems where only the time harmonic response is
desired, the transfer function for response
quantities of interest is viewed as the final
product; for transient inputs, the transient
response is obtained by simple processing of
the input wave form with Fast Fourier Trans-
forms (FFT's).

The finite element method of solution is
employed as the technique for determining the
structure-infinite media transfer function.
Modeling the structurewith finite elements is
straightforward, however, modeling the jinfinite
domain involves two basic problems: (1) plac-
ing the proper radiation boundary condition at
the media mesh truncation cut, (2) insuring that
the mesh is fine enough to accurately repre-
sent wave propagation through the media, yet not
be so fine that it results in an impractically
large system of equations to solve. The high
frequency end of the transfer function demands
that a fine mesh be used, and the low frequency
end of the transfer function demands that the
radiation boundary be placed far from the
structure (say 1-1/2 acoustic wavelengths),
Employing a single fine mesh that satisfies the
high frequency sampling requirements and is far
enough from the boundary to meet the low fre-
quency radiation requirements is theoretically
correct but not feasible from a practical point
of view, due to the fact that this approach
results in a set of simultaneous linear equa-
tions that is too large to treat numerically.
Instead, a variable mesh approach is employed
wherein the complete transfer function is gen-
erated from a sequence of individual meshes,
which are designed to work over a specific fre-
quency range and only contain elements of a suf-
ficiently small size and an infinite domain
truncation boundary sufficiently far to accu-
rately treat the specified frequency range of
interest., The complete transfer function over
the whole frequency range of interest is formed
by patching together the individual transfer
functions obtained from each of the optimized meshes.
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A simple example problem of the methodology
is presented which includes all of the important

features of the solution technique. An elastic
cylinder is submerged in an infinite fluid and
subject to an incident cylindrical wave. The
pressure field surrounding the cylinder is com-
puted for an exponential input pulse shock wave.
The transfer function results as determined by
the exact solution and variable mesh finite ele-
ment solution are compared; further, the tran-
sient response obtained by processing both of
these transfer functions through an FFT proces-
sor are also compared.

STATEMENT OF THE PROBLEM

To develop a numerical technique {we refer
to as the "frequency dependent mesh" procedure)
for solving linear media-structure interaction
problems that employ a finite element type repre-
sentation for both the structure and surrounding
media, yet avoids excessive undesirable fine
mesh requirements dictated by high freguency
response requirements. The primary application
is for treatment of submerged structures subject
to transient incident shock waves; secondary,
applications are for submerged structures sub-
ject to radiation loads (i.e., transient load-
ings originate from the structure and radiate
energy into the media).

OUTLINE OF THE FREQUENCY DEPENDENT MESH PROCEDURE
Step 1 -

Solve for the steady state response (i.e.,
the system transfer function for all response
guantities of interest where inputs vary harmon-
ically as elwt) in the frequency domain with the
finite element method

accomplished by employing a sequence of
N finite element meshes.

a typical nth mesh, n=1, 2, . . . N, is
optimized for a minimum degree-of-freedom
model size which adequately provides the
transfer function over a specific frequen-
cy range (fp)n<f<(fy)n, where (f,)p,
(fn)n are tﬁe low and high frequency
Timits respectively of the nth mesh.

« the full transfer function is obtained by
piecing together the N individual trans-
fer function in segments; some blending
is done at the frequency interface
between neighboring segments.

Step 2 -

The Transient Solution is obtained by post-
processing the transfer function in conjunction
with the input wave form with a standard Fast
Fourier Transfer (FFT) algorithmn.

FEATURES OF FREQUENCY DEPENDENT MESH PROCEDURE

« Potential errors introduced when approxi-
mate media-structure interaction laws are em-
ployed (e.g., such as the "doubly asymptotic
approximation, DAA" reference [1]) are avoided
by explicitly modeling the media.
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« Total finite element model size require-
ments are more favorable (less degrees-of-free-
dom) with the frequency dependent mesh procedure
than with a straight direct time integration
method of the full structure-media finite ele-
ment mesh.

» Obtaining responses for a parametric set
of transient input wave forms requires no new
finite element computer runs, wherein all new
cases are computed with FFT post-processing.

CRITERIA FOR MESH SIZE OPTIMIZATION

Consider the optimization problem of deter-
mining a single mesh that will adequately repre-
sent the solution response quantity transfer
function over the nth frequency range defined
by the frequency limits (fy),<f<(fp)n. The
quantity (or “objective function®) we wish to
minimize is the total degrees-of-freedom for the
mesh., More important, the optimization is made
subject to two key counteracting constraints,
namely

« Element Size Constraint

The biggest element length, (Alpa,)n in
the medium surrounding the structure shoufd be
equal or smaller than a fraction, g, of a medium
wave length, (\p)p where (Ap)p=c/(fp)p and ¢
corresponds to ghe medium wave speed (C corres-
ponds to the acoustic wave speed for fluidmedia;
or, ¢ corresponds to the shear wave speed for
solid media); thus

AL < =2

(Blpg)p < (Fhln

wherein the value of g, discussed later, is
related to the type of finite element employed.

» Boundary Placement Constraint

(1)

The placement of the outer bpundary
should be such that the distance, (Dmin)p»
between a point on the boundary of the media

truncation and the closest point on the struc- ~F
ture should be equal or greater than o times a ':rt
mﬁd1um wave length, (xg),, where (xp)p=c/(f;)n; KRN
thus - “ua
(Bminln 2 735 2 e
Dminln on (2) gon
wherein the size of a, discussed later, is "N

directly related to the energy absorbing
boundary condition.

The degrees-of-freedom for the nth frequen-
cy range model are implicitly kept to a minimum
by employing the largest size element permitted
by constraint (1) and the closest boundary per-
mitted by constraint (2) (i.e., employ the equal-
it{ sign in the constraining equations (1) and
(2)). In approaching the problem in this manner,
we are not employing the phrase "minimum® in the
strict sense of mathematical optimization theory,
although it would be possible to formulate the
problem statement in this fashion., Instead,
creating a mesh that meets the equalities of both
constraints will result in a "nearly optimum"
mesh that is fine enough to handle the highest
frequency in the nh range of interest, (fy)p,
and yet have a boundary placed just far enough
to make the radiation boundary absorbers work




'Q U (o gve @ 4 U ‘a gt
i

N

by

2

K,

D)

)

b

4 at the lowest frequency in the frequency range,
¢ (fl)n.

N Determination of 8 Multiplier

:“ The value of 8 depends on the type of

element employed to represent the fluid medium.
~ Experience with finite elements with nodes only
a at the element corners {either 2-D or 3-D ele-
ments) has shown that 8 should be no bigger than
1/8, which is equivalent to modeling 8 elements
per medium wave length, see references [2], [3].
Higher order elements with nodes on the sides
and element corners should allow one to
increase the g factor larger than 1/8.

Determination of the a Multiplier

The value of the o multiplier is directly
related to the treatment of the absorbing bound-
. ary. In the case of fluid media, a simple, yet
, effective procedure for treating the waves radi-
. ating from the structure is to invoke a plane
wave boundary condition of the form

Py = OC(Vn)r (3)

where Pp is the radiated component of the total
pressure, (Vp)y is the radiated component of the
media particle velocity normal to the wave
front, p is the media density and ¢ is the media
compressional wave speed. The application of
this boundary condition involves applying radia-
tion "dampers" normal to the outer fluid mesh
; boundary, wherein the magnitude of the dampers
is equal to pcAA, where AA is an appropriate
area factor relating distributed surface pres-
A sure to lumped nodal force. For pure radiation
problems (forcing functions originating within
the structure), only radiation dampers are ap-
plied around the outer boundary of the model;
) however, for incident wave type problems, ap-
e, plied forces corresponding to the incident load-
ing, also enter at the same boundary nodal
points. References [6], [7] gives additional
details on loading the outer boundaries for
fluid-structure interaction problems. Reference
[5] discusses a similar radiation boundary con-
dition for solid-structure interaction problems
where both normal and tangential dashpots are
applied at the boundary.

The boundary condition, equation (3), is
strictly valid when the radiating wave is plane
and normal to the surface. If the radiating
wave is plane, but not normal, most of the radi-
ating energy is still absorbed, references [5],
{7]. Employing the equations in reference [5]
for the case of fluids, it can be shown that
the dampers still absorb 90% of the energy even
when the angle of incidence is 300 (90° being
normal incidence).

Another condition, which must be met in
order to strictly apply equation (2), is the
fact that the radiating wave should be planar,
This planar condition can, however, be relaxed
by observing that the structure radiation in
the fluid can be approximated by removing the
radiating structure and then replacing it with
a distributed set of point sources (1ine
sources for 2-D problems) around the inner sur-
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face of the fluid media that is normally in con-
tact with the structure (i.e., the wet surface).
This equivalent problem is explained in refer-
ence [4]. At this point in the development, we
need not concern ourselves with the magnitude of
these sources, for it has no bearing on the
following. Next, consider the relation between
the radiated pressure and normal velocity for
one of these sources. It is convenient to con-
sider the ratio of pressure divided by velocity,
(i.e., the point impedance, Z}, and compare the
source jmpedance value to the ideal planewave
impedance, Zpy, where from equation {3) it fol-
Tows Zp,=pc. Upon employing known relations

for the pressure and velocity field of 2-D and
3-D sources, reference [8], the following rela-
tionships follow

2y s
3-D point source impedance st=pcl%%£%E;7}%£k4)

(spherical wave spreading)

19 (kr c
2-D line source impedance Zo,= L(S—L—)-lp (5)
ng) [H’{kr)]

(cylindrical wave spreadi

where k=w/¢ r=radial distance from the source,
and H§?, Hf, are zeroth and first order Hankel
functions of the second kind.

1t is noted that in the limit as kr-w,
both point source impedance and line source
impedance +pc[1.0+0.0i]; that is both Zg, and
Zcw approach the desired plane wave impedance,
pc. Moreover, we need not go an infinite dis-
tance from the source to reach the plane wave
jmpedance; instead, this situation is very
closely approached at just 1.5 wave lengths (i.e.,
o = 1.5 in equation (2)) away from either the
point source location for 3-D problems or the
line source location for 2-D problems, For
example, evaluating both equations (4) and (5)
at a 1.5 wave length distance from the source
(i.e., kr=1.5x21), it follows that |Zgyl=.9940c
with a 60 phase angle and |Zcy|=.9970C with a
2.50 phase angle. Thus, the simple pc boundary
dashpots will also absorb spherical waves with
a 0.6% error in boundary impedance for 3-D
problems and absorb cylindrical waves with a
0.3% error in boundary impedance for 2-D cases.

Often it is desirable to trade off some
boundary absorber accuracy to reduce the dis-
tance from the structure surface to the outer
boundary of the mesh (equivalently makes the
finite element model smaller). Thus letting
a=1,0, it follows that the simple pc boundary
dashpots will absorb spherical waves with a 1.4%
error in boundary impedance for 3-D problems
and absorb cylindrical waves with a 0,8% error
in boundary impedance. The curves given in
Fig. 1 provide a plot of the complex impedance
for both the spherical wave and cylindrical
wave vs, the o parameter, wherein it is demon-
strated that severe errors in the boundary im-
pedance start occurring for values of a<0.3.

The absorption argument has focused on a
single source. The total problem response can
be viewed as superimposing the responses to
each of the sources individually, wherein the
SB‘{%?-&&S“R?%"%?Qeé°H§§ﬁp5‘1‘5128&1‘% o he
outer mesh”boundary.
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FIG. 1 - Impedance vs. Distance for Plane,
Line and Point Sources

Estimate of Minimum Number of Medium Elements
Between Structure and Boundary

By employing inequalities (1) and (2) it is
possible to estimate minimum number of equal size
elements that are needed along a ray extending
between the structure surface and outer boundary
of the mesh. ]f equal size elements are employed,
the distance (Dpin)p in relation (2) is given by

(Bmin)n = m(Alpax)n (6)
where m is the number of elements along the ray
and (Almax)n is the element thickness along the
ray. Upon substituting relations (1) and ?2)

(employing the equal sign in the inequality)
into equation (6) and solving for m, we arriveat

={=2). {f
Qe

For example, substituting typical values for
o=1.0, 8=1/8 and subdividing the frequency range
into 1.0 octave bands (i.e., (fn)n/(fg)n=2.0),
we arrive at m=16 elements along a typical ray
in the mesh,

Equation (7) indicates that there isa trade
off between the large modeling effort required
to make many meshes (N large) with a small (fp)p
/(fg)n ratio (and consequently a small m for each
mesh)--as compared to--a small modeling effort
required to make a few meshes (N small? with a
large (fp)n/(fg)y ratio (and consequently large
m for each mesh.
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GUIDELINES FOR MESH CONSTRUCTION

This section considers the practical problem
of constructing a mesh that meets the criteria
governed by inequalities (1) and (2). In parti-
cular, emphasis is placed on the situation where
a finite sized structure is imbedded in the
infinite medium. Two approaches to forming the
set of N meshes for each frequency range,
(fg)p<f<(fh)y, are considered. The first method
invo?Vés generating a brand new mesh for each of
the n=1, 2, . . . N frequency ranges. The sec-
ond method employs a single master mesh for all
N frequency ranges, wherein each individual
transfer function segment is obtained by appro-
priately "peeling" off the larger outer elements
for each higher frequency range considered.

Mesh Regeneration Approach

The approach simply involves creating a
brand new mesh for each of the n=1, 2,. . . N
frequency ranges for each segment of the desired
transfer function. This method is best suited
for situations where the mesh can be automatical-
1y generated. For a specific frequency range,
say (fy)p<f<(fp),s envision laying out aconstant
element size mesh meeting the equality limits of
the optimum mesh criteria, equations (1) and (2),
Next superimpose on this field the structure and
appropriately blend in the media elements to the
structure surface node distribution and at the
same time remove media elements previously occu-
pied by the media volume now occupied by the
structure. The nodal distribution of the struc-
ture should be dictated by the expected modal
response excited for the nth frequency range
under consideration. In some cases, the distri-
bution of the structure surface nodes may be
different than the mesh size dictated by inequal-
ities (1) and (2). In particular, at the lowest
frequency range, n=1, the media elements are
usually large compared to the structure elements
consequently, an intermediate zone of finer ele-
ments could be used to blend the structure nodes
into the media nodes. Another approach is to
employ some sort of averaging procedure between
those surface nodes on the structure which have
no corresponding node in the media and the near-
est nodes in interfacing media.

Mesh "Peeling" Approach

This approach is particularly useful when
the structure model is complex and thus {is incon-
venient to create brand new meshes for each of
the N frequency ranges, This approach is per-
haps more convenient o employ than the previous
mesh regeneration approach, however, it would
generally result in overall finite element models
whose total degree-of-freedom size is larger than
the previous mesh regeneration approach, but
still smaller than a mesh designed to work dir-
ectly with the transient approach. The mesh
peeling approach begins by first observing that
the low frequency models, say, n=1, 2, usually
need some sort of blending to match the coarser
size media elements to the finer distributed
structure nodes., Therefore, a single variable
sized mesh is envisioned which starts out fine
at the structure-media interface (say fine
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enough to meet both the geometrical shape defin-
ition requirements and/or the highest modal res-
ponse requirements of the structure) and becomes
increasingly coarse as one moves radially away
from the structure interface approaching the
outer boundary of the media mesh. The largest
element in the medium (farthest away from struc-
ture) meets the inequality (1) for n=N, and the
outer boundary distance for n=1 meets inequality
(2). Further, the distribution of element size
in the radial direction (starting at the surface
of the structure and moving radially away from
the structure towards the outer boundary) should
be such that N distinct radial zones of elements
are identifiable (corresponding to the N frequen
cy segments of the desired transfer function).
The largest element in the nth zone meets
inequality (1) and the radial distance between
the outer boundary of the zone and the surface
structure meets inequality (2). Once having the
master mesh as defined above, the full transfer
function is generated in steps, starting with
frequency segment n=N first (i.e., exercising
the finite element model with the full mesh with
a1l N media mesh zones included). Once the
model is exercised with the finite element
method and Ty(w) is obtained and recorded for
(fg)n<f<(fp)N» the appropriate outer zone of
coarse elements is “peeled away" and the bound-
ary loading moved inward to the new media outer
boundary for the n=N-1 case. The new peeled
model is executed, and TN-1(w) is obtained for
(f,) -1<f<(fh)N-1- The process is repeated for
n=h-3,'N-3, " "1°2,'1, thusly obtaining the full
transfer function over the desired frequency
range.

A demonstration problem employing the mesh
peeling method is given later and will clearly
illustrate the steps involved in the peeling
procedure.

FORMATION OF THE TRANSIENT SOLUTION
Time History from Fourier Convolution

The desfred transient response, Pp(t) due to
an input wave form, P;(t), can be routinely ob-
tained by processing ihe system transfer func-
tion, T(w), for the response quantity of interest
with the input wave form by employing the stand-
a:d convolution relation, reference [11], rela-
tion

Pe(t) = & [T Flw) et s (8)

where

Fa) = fpy(0) €M7 o (9)

The evaluation of equation (8) is performed with
Fast Fourier Transforms processing wherein the
integral 1imits in equation (8) are truncated at
tw*2nfp,y, where fo,, is the largest frequency
processeé in equatT%n (8) (e.g., see references
(10], [12] for details on signal processing which
are beyond the scope of interest of this paper),

Transfer Function Alterations

There are certain problems associated with
the conversion of the steady state solution into
the transient solution that needs further elabor-
ation. In particular, the problems associated
with joining neighboring segments of the numer-
ically obtained transfer function and obtaining
the very low frequency portion and very high
frequency parts of the transfer function need
further clarification,

+ joining transfer functions of the nth and
n+1th segment

Theoretically, the value of the transfer
function, T(2nf) should be exactly the same when
evalyated at the end of the nth frequency range,
f=(f,)n. and again evaluated at the start of the
n+l frequency range, f=(f1)n+1. The transfer
functions would be equal 1f an exact analytical
solution is evaluated; however, because of the
manner in which the element size errors and ab-
sorbing boundary errors enter into the finite
element solution procedure, it follows that the
numerica) values of T(2nf) computed by the nth
and n+1th meshes are not exactly equal at the

junction. Consequently, the average value is
taken at the junction, i.e.,
T(Z'rr-(fh) Y4T(2me(fy) 1)
- n n+1 ¢
T(wa)av = Vi 10)
where

f= (fh)n = (fz)n+1
+ low frequency alteration

The static (or D.C.) solution often has to
be treated as a special case, even when analyti-
cal solutions are employed, For example, analy-
tical solutions for wave propagation type prob-
lems involving structures submerged in a fluid
usually have analytical solutions wherein the
response quantity of interest requires the evalu-
ation of a 0/0 in determinant form in the limit
as w0.0. In the case of finite element models,
the zero frequency limit often results in a free-
free structure which will behave 1ike a mechanism
in the sense that a singular stiffness matrix,
(K], #i11 remain at w+0, as can be seen by ob-
serving the governing finite element equations

(~w?iM] + iw[C] + [KIJWU) = {F} (11)

where [M], [C], and [K] are the finite element
mass, damping and stiffness matrices respective-
1y. The quantities {U}, and {F} are the dis-
placement and applied force vectors respectively.
In the instance where part of [K] is made up from
a fluid finite element displacement approach,

[K] will also have many kinematic mechanisms in
addition to the rigid body modes, (e.g., refer-
ence [9]).

The static solution can usually be easily
obtained by separate considerations depending on
the response quantity being sought and the type
of input loading encountered in the problems at
hand. For example, suppose the response quantity
of interest is the stress in the structure at
some point, and the loading is a travelin
harmonic wave of the form Py=1,0 el(t+kx} —ag
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w+0, the loading reduces to exposing the free-
free structure to a constant hydrostatic unit
load, P=1.0psi, which can be obtained as a sep-
arate finite element solution with the statics
portion of the particular finite element program
being employed. Similarly, if the total pressure
on the surface of the structure was the response
quantity desired, then Py=1.0.psi at w=0 wouldbe
corresponding static transfer function value.

If the solution to equation (11) cannot be
directly obtained at w=0 for the singularity
reasons just mentioned, then it follows that the
solution of equation (11) will also have trouble
in the immediate neighborhood of w=0. The prob-
Tem is overcome by establishing some safe low
frequency cut off, w*2nfy., below which the fin-
ite element solution is not exercised. The mis-
sing portion of the transfer function between
Ow<2nfye is generated by employing linear intern
polation on the separate real and imaginary parts
of the transfer function response quantity of
interest. Most modern finite element programs
will trigger warning flags when the user oper-
ates at w values too close to the w=0 singular-
ity, in which case the fy. cut value can be ad-
Jjusted accordingly.

» high frequency alteration

The time sampling of the output of the FFT
processor, At, is directly related to fy,,,
namely At=1/fyn,.. Thusly, if one requires a fine
sampling of the transient output, the upper inte-
gral truncation limit of equation (8) must be
large. The impact of this statement on the
finite element method is that the transfer func-
tion response for range of the last segment of
the transfer function, (fy)y<f<(fp)y, may be too
high to obtain from a practical point of view.
Theoretically the transfer function could be
obtained for the high frequency range, however,
its contribution to the integral in equation (8)
may be minimal when the multiplying wave form
transform, F(w), 1s very small. Therefore, a
high frequency cut off, w=2nfpc, is employed,
wherein the transfer function, T(w), is thusly
only actually computed with the finite element
method for frequency in the range 2nf) guc2nfpe.
There are several choices open with réqard to
the value of T(w) within the finite element com-
puted frequency range of

frc < f < (f)y (12)

The simplest case is when F{w)0 over the
above range (12), wherein T(w) is simply set
=(0.0+1 0.0) for the range (12). Another option
available, is for situations where the response
quantity of interest has a predictable high fre-
quency limit, T(=»), and at the same time, F(u),
m5 net be small enough to neglect over the range
(12). In such cases, T(=), rather than (0,0+1 0,0)
can be employed over the range (12). For example,
in situations where the reflected fluid pressure
is the response quantity of interest, the T(=)
value can be determined from a separate finite
element run wherein the surface of the elastic
structure is replaced by a zero normal displace-
ment boundary condition, thus simulating the
reflection from a rigid structure.
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INCIDENT CYLINDRICAL WAVE
/ ¢ = 60,000, in/sec

= 3.0 in.
P 1,5 in,

ELASTIC CYLIMDER (2)

TTTMEDIA

FIG., 2 - Submerged Infinitely Long
Elastic Cylinder

DEMONSTRATION PROBLEM - 1

A sample demonstration problem is needed to
illustrate the application and solution accuracy
of the proposed frequency dependent mesh proce-
dure, The example selected is an infinitely
Tong thick-walled cylindrical shell subject to
an incident converging cylindrical pressure wave
(see Fig. 2). The origin of the input wave can
be thought of as converging in on a sink located
at the center of the cylinder, wherein the free
field representation of the input wave, far away
from the sink can be expressed in the form

plr,t) = ——(—U—)-A'fj;'l{ (13)
with r
b
trteg-2

where A* is the strength of the sink (adjusted in
magnitude to provide a unit incident pressure at
rery, t=0); f(t) is the wave form (e.q., f<e-f*9,
H(t] is the Heaviside step function, ry is the
cylinder outer radius. Solution (13) satisfies
the acoustic pressure field equations

1/ .13

F(‘a?""’) =5 (14)
__f(:t.).__((l
r? a4f(t) {15)
4 at-

For example, in the demonstration Q{oblem an ex-
ponential decay waveform, f(t)=e-E"t {5 employed.
Consequently inequality $15) becomes

c

m)"-‘-l (16)
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The approach to solving the transient Fig.2
demonstration problem is to solve the complete
problem in the frequency domain, and then con-
vert the result into the corresponding desired
transient solution, This process is done twice,
first employing the exact transfer function in
conjunction with equation (8), and secondly,
with the numerically obtained transfer function
employing the finite element method.

The demonstration problem selected, al-
though simple in appearance, has many important
features we wish to exhibit that are representa-
tive of a more complex problem; namely, curved
wave inputs, exponential shape pressure waveform,
elasticity of the submerged structure and a se-
quence of submerged resonant modes. The reson-
ant modes of the problem are the breathing mode
and wall thickness resonances that occur when-
ever the frequency of the incident harmonic wave
results in an elastic material 1/2 wave length
that is a multiple of the cylinder thickness.
These wall thickness resonant modes are present
because of the elasticity theory representation
for the cylinder; in contrast, shell theory
would assume the thickness of the shell to be
rigid, consequently only the breathing mode
would be the only symmetrical mode excited by
the symmetrical nature of the incident wave
loading.

Exact Solution Transfer Function

The exact solution to the demonstration
problem in the frequency domain is given in the
appendix, and s specifically provided by equa-
tion (12-A), for an e-1wt type of 'Ioading. The
processing of the transfer function and input
waveform into the exact solution requires a
solution for e*twt {f the format of equation (8)
is employed. Consequently, the exact transfer
function, Tgx(w), for use in equation (8) is ob-
tained by ssmply taking the conjugate of the
equation (12-A) result, i.e.,

Tex(e) = prey

Finite Element Transfer Function

Next consider generating the finite element
transfer function, TFg(w)ns by employing the
frequency dependent mesh procedure outlined
earlier. In particular, the mesh peeling ap-
proach is used to generate the segmented trans-
fer function. The cylindrical symmetric struc-
ture is subject to a cylindrically symmetric
input wave, consequently only a typical wedge of
the full media need only be modeled as fllus-
trated in Fig. 3. The nodal loading at the
outer boundary is computed by employing the
normal incident wave pressure, i.e., equation
(4-A) sutstituted into equation (3-A) and appro-
priately converted into complex radial nodal
forces at the outer boundary cut., Since each of
the N meshes in the peeled mesh approach con-
tinues to move the mesh boundary inward with
increasing n, the values of the outer boundary
forces are recomputed for each of the N separ-
ate transfer function finite element models.

(17)
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NORMAL CONSTRAINTS

'PICAL WEDGE SLICE

_BEDUCED FINITE ELENENT
A0EL CoTRICTI

ELASTIC
CYLIMDER
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FIG. 3 - Plane of Symmetry Cuts

Six separate models, N=6, are employed, and
are designed to work in the frequency range given
in the following table.

TABLE 1 - FREQUENCY RANGES

n (fz)n;kHz (fh)n;kHz
1 0.30 0.70
2 0.70 1.60
3 1.60 3.50
L} 3.50 7.10
5 7.10 12.50
6 12.50 18.40

Since we are allowing elasticity through the
thickness of the cylinder, 16 elastic elements
are used to model through the wall thickness.
The six finite element meshes are illustrated in
Fig. 4. The element sizes appear to be slightly
different in the Fig. 4 plot, but this is due to
the fact that the plotting scale is changed for
each of the six mesh plots so that the total
plotted length of the model takes up the same
amount of space on the figure., The finite ele-
ment models employ CQDMEN quadralateral elements
in conjunction with the NASTRAN finite element
computer program. The program is operated in a
cylindrical coordinate system, consequently en-
forcement of the constraints normal to the plane
of symmetry cuts is straightforward., The mater-
ial constants are modified to automatically con-
vert the NASTRAN plain stress elements into
plain strain elements. The following table pro-
vides the material constants employed in both
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The first, n=1, mesh in Fig. 4 is designed
' to work in the n=1 frequency range of Table 1,
and all media elements in the media meet the
inequality constraints of inequalities (1) and
(2). The second mesh, n=2, is obtained by sim-
ply peeling off the outer 20 elements of the n=1
mesh and assigning new loads and dampers to the
new outer boundary, wherein, all elements in the
n=2 mesh agafn meet the inequality constraints
(1) and (2). Similarly, mesh n=3, is obtained
by peeling 19 elements from mesh 2; mesh n=4
peels 19 elements from mesh n=3; mesh n=5 peels
16 elements from mesh n=4 and finally, mesh n=6
X peels 13 elements from mesh n=5,

-
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. FIG. 4 - Sequence of Finite Flement Meshes
]
]
b the.finite element and exact solution formula- The anale of the wedge in all 6 meshes was
: tion. held constant; tais is in keeping with the mesh
- peeling approach which maintains the same media-
TABLE 2 - EXAMPLE MODEL MATERIAL CONSTANTS structure interaction model for all N meshes.
. MATERIAL However, had the mesh regeneration approach been
: CYLINDER MEDIUM taken, the angle of the wedge could -have been
- PROPERTY (silver) (water) appropriately changed for each n value, thus
, allowing a larger segment of the cylinder to be
r, covered for the lower frequency model, and con-
8 Apsi) 11,737,000. |345600. sequently, the number of radial elemeﬁ;s would
be substantially smaller for the n=1 3 lower
» u(pst) 4,124,000, 0.0 frequency models. A
3 1b=in* The finite element transfer function, for
3 P sec? .000982 .000096 the total pressure (reflected plus incident)
¢ over the six frequency ranges given in Table 1

is plotted in the lower half of Fig. 5; for com-
parative purposes, the corresponding exact solu-
tion is plotted in the upper half. The finite
element transfer function is altered employing
the junction averaging, low frequency finterpola-
tion and high frequency extrapolation notions
discussed earlier in the Transfer Function Alter-
ation section. The low frequency 1imit is taken
as 0,0+10.0 and is a result of the fact that when
the acoustic wave lengths are long relative to
the shell thickness, the incident wave, ineffect
acts Yike it is reflecting off of the inner void
wherein the incident and reflected waves are such
that they cancel each other. The high frequency
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limit is obtained analytically by allowing the
cylinder properties to be extremely stiff, The
finite element high frequency limit was obtained
as a separate run with the n=6 mesh, by setting
the normal displacement of the cylinder=0.0 as
an imposed boundary condition, The exact solu-
tion transfer function is evaluated slightly off
of the cylinder fluid-solid interface, at a dis-
tance corresponding to 1/2 the thickness of the
interfacing fluid element. This offset is im-
posed because the fluid pressure is computed with
the finite element displacement method; conse-
quently, pressure is evaluated as a post-proces-
sing step within the finite element program
wherein the pressure value is valid at the cen-
ter, rather than the surface of the element.

The comparison between the exact and finite
element transfer functions, illustrated in Fig.
5, is good. It is felt that the dip in the
transfer function occurs at the breathing mode
of the thick wall shell. For example, employ-
ing the appropriate in vacuum thin wall shell

formula
£ = 1 " E 1
b (Fb+r Jm Vo(l-v?})

results in a breathing mode frequency of f,=8168
Hz (the values of A, u, from Table 2 are equ1va-
lent to E=11,300,000 psi and v=,37), which is
very close to the sharp dip in the transfer func-
tion. The finite element method was able to pro-
perly pick up this dip.

Exact Transient Solution

The transient in ut wav form is that of an
exponential input, f(t , in conJunct1on
with equation (13), The g* decay constant is
selected, 8*=53000., so that a large portion of
the frequency content of the input waveform is in
the neighborhood of the breathing mode frequency;
consequently, it is expected that some sort of
shell ringing mode might be activated. The
Fourier transform of equation (13) evaluates at
r=rp, is plotted (amplitude only) in Fig. 6.

1.0

]

1.04
1.6
v.2 4
1.0
e.0 4
.04

(amplitude) x 10-°

Input Fourier Transform

. v
9.0 10.0 20.¢ 30.0 40.0 50.0 00.0 70.0 00.0 80.0 100.1

Frequency {(kHz)
FIG. 6 - Erequancg Content of Exponential

Upon substituting the exact transfer func-
tion (upper Fig. 5 result) and the exponential
decay input wave into the FFT counterpart of
equations (8) and (9), the desired total pressure

P !

\.
' )
A

‘-'\'-\' -,\
Dol '."

182

e

\-.
g

»

response is obtained and is plotted in the upper
half of Fig. 7. For reference, the corresponding
input waveform is superimposed on the same plot.
It is noted that a near doubling of the incident
pressure is experienced, as is very common in
shock problems of this type, It is also noted
that the reciprocal of the period of the shell
ringing occurs at a frequency corresponding to
the sharp dip in the transfer function of Fig.5.

Finite Element Transient Solution

The transient solution, employing the finite
element method data is obtained in exactly the
same manner as that of the exact solution, the
only difference being that the FFT algorithm
operates on the finite element generated trans-
fer function (lower Fig. § plot? rather than the
exact transfer function (upper Fig. 5 plot).

The resulting transient solution is plotted in
the lower half of Fig. 7. Comparison of the
Fig. 7 response curves shows excellent agreement
between the exact and finite element generated
solutions.

TRANSIENT SOLUTION SENSITIVITIES

In this section, sensitivities of the tran-
sient response to certain operations in the fre-
quency domain-to-transient domain are investi-
gated. The previous demonstration problem
again is employed to examine problem formulation
sensitivities,

Sampling Rate of Finite Element Transfer Function

The Figs. 5, 7 base case run employed 184
finite element calculations at a sampling inter-
val of .1 kHz. Next we consider the consequence
of running a sequence of numerical solutions,
wherein the only thing changed from the base case
is the fact that fewer finite element generated
transfer function points (cruder frequency samp-
1ing rates are employed) are used. It is empha-
sized, however, that the Af rate at which the
FFT sampling is performed (i.e., in the evalua-
tion of equation (8)) is still held the same as
the base case., In other words, linear interpo-
lation of the finite element generated transfer
function is empioyed over longer frequency spans,
the coarser the finite element genarated fre-
quency sweep. The base case results, for the
finite element transfer function and correspond-
ing transient solution, are shown in the lower
half of Figs. 5, 7, respectively. The results
shown in Figs, 8-11 illustrate the consequence
of defining the transfer function with fewer and
fewer data points starting with 184 frequency
points for the base case ?.l kHz sampling rate);
39 frequency points for Fig. 8 results (.5 kHz
sampl1nq rate); 21 frequency points for Fig. 9
(1.0 kHz sampling rate); 12 frequency points for
Fig. 10 (2.0 kHz sampling rate) and finally the
ultra coarse 7 frequency points (4.0 kHz sampling
rate) for Fig. 11. The Fig. 8, 39 point case and
Fig. 9, 21 point case are practical\y as good as
the base case, wherein the shell after shock
ringing and peak response are still well defined.
The Fig. 10, 12 point case starts to lose the
shell ringing and the upstream pressure response
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errors (prior to shock arrival) are starting to
build up. Finally, in the ultra coarse 7 point
case, 15% upstream pressure errors are experi-
enced, the after shock shell ringing is completely
lost, and the peak response has degraded.

Mesh Coarseness Sensitivity

In this example, the consequence of employ-
ing a mesh that does not fully meet inequality
(1? is examined. In particular, the n=1 mesh
{of Fig. 4) is employed for the full frequency
sweep. Of course, the results for the n=1 fre-
quency range in Table 1, will still be the same
as the base case; however, exercising the model
beyond f=.3 kHz will result in increasingly more
serious errors, the larger the frequency. The
resulting transfer function (drawn to a differ-
ent scale than the base case Fig. 5) is shown in
the upper half of Fig. 12, wherein it is seen to
be quite different than the peeled mesh model.
In fact, beyond f=2.7 kHz, the transfer function
response dies off giving an erroneous zero res-
ponse (including the erroneous high frequency
response limit, also obtained with the n=1 model
with zero radial constraints at the cylinder sur-
face). Upon processing the upper Fig. 12 trans-
fer function, the corresponding lower Fig, 12
transient response is obtained. As seen, the
response is totally wrong in comparison to the
Fig. 7 base case response. This example clearly
illustrates the danger of having coarse elements
in the mesh (i.e., violating inequality (1)).

Omission of High Frequency Elastic Response Modes

In this example, the consequence of omitting
higher elastic response modes in the transfer
function is considered. The base case transfer
function has only one elastic response resonance,
namely the breathing mode as explained earlier,
In this next example, we consider the effect of
including the next two higher elastic response
modes (namely due to the elastic compressibility
of the thick cylinder wall). The wall resonances
are predictable (i.e., when wall thickness is a
1/2 wave length multiple); thus

- m A +2u,
fwm FoTs 5. (19)
m=1,2,...

Upon substituting the silver properties from
Table 2 into equation (19), we arrive at fyy=47.5
kHz for the first resonant wall mode and fum=951
kHz for the second. These frequencies line up

Ty

it can be seen that the period of these minor
fluxuations occur at frequencies corresponding
to the 47.5 kHz and 95.1 kHz wall resonances.

The consequence of truncating the transfer
function with a zero contribution instead of the
high frequency limit is considered in the example
presented in Fig. 14. The resulting transient
solution is still basically the same as the pre-
vious Fig. 13 result, except that a small portion
of the peak shock response is missing. The shell
ringing portion appears to be essentially the
same,

MULTIPLE SHOCK EXAMPLE

In the next example, the notion of proces-
sing new response results, for new inputs,
without having to make any new finite element
runs is demonstrated. The example treated is
the same as the base case except that a double
shock input wave is considered. The spacing of
the second shock is selected so that it nearly
corresponds to the period of the breathing mode.
The corresponding response (in addition to the
double shock unit input) is plotted in Fig. 15.
Note that the timing of the second shock super-
imposes a second wave that tends to nullify the
periodic nature of the base case shell ringing
experienced for a single shock.

DEMONSTRATION - 2

In this example, our goal is to demonstrate
a problem set up for a three-dimensional model,
short of actually obtaining numerical results.
The intent is simply to illustrate the differ-
ence between a problem employing a "mesh regen-
eration approach" as compared to one employing
the "mesh peeling approach". Consider a finite
length axisymmetric rib stiffened cylindrical
shell subject to a non-axisymmetric point load
which is applied at the mid-length and points in
the radial direction, The cylindrical shell has
a plane of symmetry located at the mid-length
and is perpendicular to the z axis of revolution
Since the radial point load, Fp(t), is also act-
ing at the mid-length, it follows that only one
half of the cylindrical shell need be modeled,
wherein appropriate axial constraints are applied
at the plane of symmetry cut. The problem, as
defined, constitutes an axis of revolution gen-
erated body subject to a non-axisymmetric load-
ing, consequently a conventional Fourier harmonic
representation of the radial loading can be em-

TS

Yy

S

]

%

Wy

v

v

L

very well with the second and third dips indic- Ployed along with the corresponding harmonic o
ated in the Fig. 13 evaluation of the exact stiffness, mass and damping matrices for each \a
solution. Beyond 108 kHz, the transfer function harmonic, n, in the load expansion, Thus one >
is truncated with the high frequency limit. No only need model a r-z cylindrical coordinate Lo
corresponding finite element runs are made, since slice of the model (e.g., Fi?. 16) and resolve ~
our goal is to investigate the effect on the the resulting two-dimensional problem for each A
signal processing, if higher modes are omitted, Fourier harmonic term in the radial load har- ol
regardless of how we obtain the transfer func- monic expansion. This is a standard feature in AN
tion, Upon processing the upper Fig. 13 trans- several general purpose finite element computer
fer function with the FFT algorithm, we arrive programs such as NASTRAN, for example, The
at the lower Fig. 13 transient solutfon. The final three-dimensional response is thus obtain-
effect of adding in the two additional resonances ed by superimposing the results of a sequence of :
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applying the methodology to a scattering type
situation in contrast to the current problem
which constitutes a radiation condition (induced
by the internal point load).

The finite element model shown in Fig. 16
is an example of the "mesh regeneration approach"
discussed earlier. A high frequency model (fine
mesh) and intermediate frequency mesh (coarser
mesh) as shown in respectively in Fig. 16. The
structure model surface node spacing As and the
fluid finite element spacing As® will not be
compatible for both models if the structural
model is held fixed each time the fluid media
surface mesh is changed. Thus some sort of
multi-point media-to-structure node compatibil-
ity condition as discussed earlier would have
to be imposed when As#As!. This is a disadvant-
age of the "mesh regeneration approach", however
as shall be seen, it has the advantage that the
elements are more efficiently and uniformly dis-
tributed than in the “mesh peeling approach".
The "mesh peeling approach" as applied to the
same cylinder problem utilized one basic mesh.
Upon constructing the low frequency master mesh
{e.g., the large upper model of Fig. 17), the
high frequency mesh is immediately constructed
by peeling away the unwanted coarser elements
(above and to the right of the two dashed lines
marked A-A) and simply moving in the radiation
dashpots along the new outer surface. Note with
this mesh, the problem of connecting unequal
spaced structure and fluid media nodes is not
encountared wherein the structure and interfac-
ing fluid nodes are the same for both models.
The disadvantage of this approach is that care
must be taken to be sure the geometrical pro-
gression increase of the radial growth of the
elements meets the maximum element size require-
ments for the particular frequency range of
interest. A further disadvantage is that more
elements are employed for the larger radial di-
mension, Tow frequency models. Finally, again
it is pointed out the Fig. 16 and Fig. 17 meshes
are only included here for discussion purposes
and it is indeed not meant to imply that one can
necessarily generate the full transfer function
of interest with only two mesh for all problems.

CONCLUDING REMARKS

A procedure is given for solving transient
1inear media-structure interaction problems by
explicitly modeling both the structure and media
with finite elements. A1l finite element results
are obtained in the frequency domain, wherein
transient responses are subsequently post-pro-
cessed with FFT algorithms. Running parametric
studies of response, due to different input
waveforms, consequently do not require any new
finite element reruns.

Substantial savings on the finite element
model size (total degrees-of-freedom) should be
possible by building a segmented transfer func-
tion with a set of small meshes rather than with
a single large fine mesh value over all frequen-
cies of interest. Comparicon of results, between
the exact solution and finite element solution,
is g:od for a simple, but conceptually repre-
senfative sample proﬁlem. As yet, the presented

frequency dependent mesh procedure has not ap-
plied to real large problems, however, in theory,
this should be possible. The mesh peeling
method for constructing the sequence of finite
element models is more convenient to use then the
mesh regeneration approach; however, the latter
approach leads to smaller size models which is
in the spirit of the frequency dependent mesh
procedure.
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APPENDIX A

EXACT SOLUTION FOR DEMONSTRATION PROBLEM

Consider an infinitely long, elastic, cy-
lindrical thick-walled cylinder, imbedded in an
infinite elastic medium, subject to a converg-
ing incident cylindrical wave (Fig. 2). The
fluid media solution is easily recovered from
the solid medium solution by simply letting the
shear modulus, u; is in the surrounding media=0.0,
and the ), Lame” constant of the elastic media
equal the bulk modulus of the fluid.

Since the cylinder is thick-walled, the
exact theory of elasticity is used in place of
thin-wall shell theory. Both the response of
the cylinder and of the medium are represented
by the dynamic equations of elasticity, namely

(Ximi)V(V'U)ﬁJ.,V’U = Py 'g';g (1-A)

where Ai, uj are the Lame” constants, pj is the
material density, t {s time and U is the dis-
placement vector and subscript i=2 is for the
cylinder and i=1 is for the media. The nature
of the symmetric structure and symmetric loading
in cylindrical coordinates, will result in adis-
placement field with no shear distortion. Con-
sequently, employing the methods of reference
[13], it can be shown that the solution to equa-
tion (1-A) can equivalently be represented by
solutions of the potential wgve equation
¢
€{2V%; * pr (2-A)

where R
ci = (Ai*zui )/Di

The radial displacement component of U, i.e.
Ur, and the radial stress,o.., are related to
tne potential values by

e 1
Wy ==,

o
Oppdy = 3 Vogsug e (3H)

In keeping with the notation of reference
[13], e-1vt type input loading is employed. The
response to the desired etiwt jnput is obtained
by taking the complex conjugate of the final
result. The incoming incident wave in potential
form is given by

ol(rit) = A Hf,’)(axr)e'“‘" (4-A)

where @
a1 = w/c; and "o

§s a zero order Hankel function of the Z"d kind.
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An incident compressional wave of strength
orr=-1.0 psi at rerp is desired; consequently,
substituting equation (4-A) into the right side
second of equation (3-A) while the left stde of
equation (3-A) is sets-1.0, enables one to
solve for the strength of the input wave, k.

In medium=-1, the tota) ential consists
of the incident potential, ¢] pius the reflected
wave potential, ¢7. thus

AT (5-A)

where the reflected potential is an outgoing
wave given by the expression

o =8 Mg)(a,r)ed""t outgoing wave

where B is the yet to be determined amplitude,

and Mo‘) is a zero order Hankel function of the
first kind.

Similarly, in the cylinder (medium 2}, the
total potential, ¢,, is made up of 2 reflected
potential, o7, (of’ of 1msr surface void) and
a transmitted potential, ¢f; thus

T (6-A)
where
o = C Nt(:)(um-)e'i“’t outgoing wave

=D M‘(:)(m,v-)e'i“’t incoming wave

with a;®*w/c2, and C and D are yet to be deter-
mined constants.

The three constants B, C, D are determined
by the three boundary conditions:

(Ur); = (Ur)z atr =ry continufty of (7-A)
normal displace-
ment across media-
cylinder interface

(0,1 = (0.), at r = r_  continuity of (8-A)
" " radial stress
across media-
cylinder interface

zero surface (9-A)
traction on inner
surface of cylinder

Upon substituting equations (5-A) and (6-A) into
equation (3-A), and then equation (3-A) into the
boundary conditions {7-A) through (9-A), we ar-
rive at three 1inear equations with three un-
knowns for the unknown amplitudes B, C, D. Set-
ting up the 1inear equations we obtain

[G‘J]{bj} = {C1} s ,3=1,2,3 (10-8

(0".)2 =0atr= Ta
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where : by
-cp(r-fb) . :S"frw.) . :P(tﬂ'b) .
l“‘,l. '%%Ng‘*‘-‘l')b‘. “(.*'l') ‘*“ . Flg * )
P"b
{ 0 . r.s')(r-r.) . ?(r-r) 4; d
b, Y
8 2 A - ;:: .
ot ) 2w A
0 .nel,2 N
O
KB (rery) N
Lhg 0 3’-";,-
4 = Ho {a,r) TN
T '6-‘ a0 |r-r ,;\ A
Sl
0 VN

-

Solving equation (10-A) by Cramer's Rule, we LR
obtain N, >
N
C, 8;; 4y, X
‘ I
Ny
B = C, 8;; 83y ¢ “‘j' N T 0
2.0
Cy 83, 8;,
l‘..-"
-
3, ¢, 8, :':n(
1 LI
C= s cp 8, ¢ [y (11-A)
a4y, Cy ‘ﬁ
T
RN
8, 8, o
0 LN,
"ulzzcz*il" e
J AW
dyy 8y, C,
Back substituting equations (11-A) into equa- e
tions (5-A) and (6-A) and then into equation M
(3-A), all response quantities of interest can Gk,
be computed in both the cylinder and media. )
Upon setting =0, the special case of obtaining e,
the total fluid pressure, P(r), due toan incident g
pressure wave is obtained where the fluid pres-
sure, P(r), is simply -y
P(F) = = oplr) (12-A) R
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1 HNave you heard of ' 5
aeving fiaite eloments, so called? :\q
Ll
ne. nowghi: What was the phrase W
again .Qt
!';,
Nr. Wy: MNeovimg finite elements. (LA
;;. lg;;novahgx Moving finite elements oy
or using those in the time domwain? “'
Voice: MNovimg coordinates? }*:
Ng. Wy: Right. Actuslly the meash of L f
the finite cloments will move towards L
where it 1is needed most. ! think that ‘
fe the basic coacept. KRS
d
: You are essentially .'"

resoning. s® mot too familisr with
that. [ kaew that in the finite *
difference approach as opposed to the \
finite element approach they do (}
continually change the shape of the

elements as they process in the time

dosatn, but I am not sure 1if they can do ty

e

L)

1t with finite elements. :::0:

W

Nr. Wu: I think the basic idea there is ;?ﬁ

to use the location of node points as nb

vell as the field function itself as b
generslised coordinates in the

variational procedure. g\

o

Nr. Kalimowski: That would be an QE'

ona-’lc of einl.la. the mesh even in he
tine domain as you go along.

Rt

w I

Nr. Wu: Right. I would like to see you
comment oa that.

Nr. Kelimowski: I'sm nmot that familiar Baet’s,
with {t to really make & good comment on )
1t. K
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SIMILITUDE ANALYSIS AND TESTING OF PROTOTYPE AND x::
1:13.8 SCALE MODEL OF AN OFFSHORE PLATFORM e
et
s
* + I “O‘w
C. S. L1, C. S. Yang , Nicholas G. Dagalakis , and William Messick fh‘
Mechanical Engineering Department 'uﬁ
University of Maryland fﬁ;
College Park, MD 20742 X¥
The purpose of this investigation was to determine the dynamic similitude .
laws between a prototype offshore platform and its scale model and to in- gf
vestigate the accuracy of these laws and the effects of practical modeling by »
assumptions with the use of finite element dynamic models of the platform $
and model. Dynamic similarity in a model experiment requires that model i
and prototype be geometrically and kinematically similar and that the N
loading be homologous in location and scaled appropriately in magnitude. cﬂﬁ'
In order to derive the scaling parameters for the modeling of the offshore "
platform, deep cantilever beam equations with hydrodynamic loading similar o E
to the one acting on a circular cylindrical pile were used. Eleven scal- h %
ing parameters were obtained for the dimensional analysis and from these Pyt
parameters eight dimensionless groups and corresponding scaling equations s
were derived. The results of this analysis was applied to the design of 8
an 1:13.8 scale model of an existing four legged oil platform. The accu- “fﬂ
racy of the dynamic similitude analysis was investigated with finite g&
element computer models of both the prototype and the 1:13.8 scale model. i
Dynamic characteristics of the prototype like eigenvalues, mode shapes and e
transient response were compared with those of the model, and the influence ";
of the degree of detail of the finite element model on these characteristic ,,‘R
responses was determined., A study of the effect of approximations in the .2
model designs to exact scaling requirements indicated that if cost con- ‘
siderations in model fabrication dictate the use of stock piping and ?05
materials, then all of the response parameters of the model cannot be : Q}ﬂ,
directly scaled to obtain prototype response. One needs to combine scal-
ing laws, model response measurements, and finite element modeling in order s
to obtain a reliable and relatively inexpensive method for designing better %.i
offshore platforms. ! k
3
\)
INTRODUCTION densities of the model and prototype platforms. ‘ﬁﬁﬂ
1f the modulus of elasticity of the model mate- *gl
The high cost and sophistication of today's rial 1s the same as the prototype material, !
offshore oil platforms increases the necessity then the model material density must be )\ times
for accurate modeling techniques. The objective the prototype material density, where A is the frqg
of our work was to utilize finite element model- scaling ratio Lpllm. For any reasonable value hy
ing to identify the effects of some commonly 0%
sade sopeorinations in the consteuction and O e aotel S e e
testing of models of offshore platform designs. unavailability. :‘:::.:
g ot
In Section I of thia paper, the appropriate Another difficulty in the construction of -

laws for the scaling of an offshore platform are
derived and it is shown that for exact scaling
the designer must satisfy one very difficult
scaling lav relating the moduli of elasticity and

scaled structures is the availability of struc-
tural members which are exact replicas of the
corresponding prototype members. For the
particular model that was being investigated,
stock steel tubes with the proper external
diameter and cross sectional areas required by

*
Professor, National Taiwan University

*Profenaor, Mechanical Engineering Department, the scaling laws were not available. Since
University of Maryland the order of special size steel tubes for the
application was prohibitively expensive, a model-
Assistant Professor, Mechanical Engineering ing compromise was made. Since the main objective
Department, University of Maryland of the work was to study the dynamic
186 ¢
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characteristics of the offshore platform, it
was decided to select the dimensions of the
steel tubes such that the total moment of in-
ertia about a horizontal axis for the model
and prototype satisfy the corresponding scaling
lav. This scaling causes a discrepancy in
stress scaling.

To compare the dynamic response character-
istics of the model and prototype structures,
finite element models were developed. The
prototype and model under investigation and the
model test results are described in Section II.

A simple NASTRAN beam model was developed
and is described in Section III of the paper.
After the first experimental data showed that
this finite model was not accurate enough, a
NASTRAN space frame model was developed and it
ie discussed in Section IV. In order to in-
vestigate the errors introduced by modeling
approximations four different finite element
models were used to obtain predicted dynamic
response characteristics.

I. SIMILITUDE ANALYSIS

For dynamic similarity in a model experi-
ment, the requirements are that the model and
prototype be geometrically and kinematically
similar and that the loading be homologous
in location and scaled appropriately in magni-
tude. Geometric similarity requires that the
model have the same shape as the prototype
and that all linear dimensions of the model
be related to the corresponding dimensions
of the prototype by a constant scale factor.
Kinematic similarity of two elastic bodies
requires that the rate of change of generalized
displacement at corresponding points in the two
bodies are in the same direction and related
in magnitude by a constant scale factor. Dynam-
ic forces on the two bodies at corresponding
points must be parallel and related in magnitude
by a factor at similar times. The similar
times are related by a scale factor. The test
conditions must be estimated so that all im~
portant forces are related by the same scale
factor between two elastic bodies. When
dynamical similarity exists, dats measured
in a model test may be related quantitatively
to conditions in the prototype.

In order to insure dynamic similarity or
similitude, the dimensionless groups relating
the variables must be the same for both the
model and the prototype. One way of obtaining
the relevant dimensionless groups is to use The
Buckingham P1i Theorem. This method is partic-
ularly useful if the differential equations
governing the phenomenon are unknown. Success
with this method depends upon the insight of
the investigator in selecting the variables
affecting the problem. If one of the im-
portant variables is left out, correlation of
the data will be impossible. A more reliable
method of obtaining the dimensionless groups
utilizes the differential equations describing
the phenomena, 1if they are known. These may be

non-dimensionalized and the resulting non-
dimensional coefficients of the terms will be
the non-dimensional groups.

If the differential equations of a struc-
tural dynamics problem are not known one may
start by considering an equation of the form

o = F(R, t, oy, v, E, a, g, tn P) (1)

relating all physical quantities of the problem
[1, 2, 3]. Porming the proper dimensionless
groups between the physical quantities one has

g R t Ea P

E'f i EE.‘%&.?-V (2)

To assure dynamic similitude one must en-
sure that the dimensionless groups of equation
(2) have the same value for both the model and
the prototype, but this is difficult if not
impossible, because of practical,considerations.
The main difficulty comes from dimensionless
group term, which contains the ggavitational
constant g. Assuming g is constant then the
following requirement must be satisfied:

(E/0) , rototype - Lprototype or ( %) =L (3
(®10)_ge1 Laode1 e

where the subscript r refers to the ratio of the
the prototype to model quantities.

Relationship (3) means that the use of
prototype material for the construction of a
true replica model is impossible. If for ex-
ample steel tubes are used for the construction
of the model platform and the same modulus of
elasticity E is maintained then the denaity of
the model material must be:

- Lgrototne
Pmodel ~ Pprototype ~ (4)
model

Since the maximum size of the model structure is
dictated by the size of available testing fa-
cilities and £_cannot be less than 15 to 10

we gee that p fust be 10 to 15 times the density
of the steel prototype material. Materials
which have a lower modulus do not have the
required density.

From the rest of the dimensionless products
in equation (2), assuming the same modulus of
elasticity for model and prototype the follow-
ing scaling laws (4, 5, 6, 7] must be satisfied
along with the density law (eq (4)):

tp = ﬁtm’ (Time Scaling Law) (5)
1"> -2 P, (Force Sacling Law) (6)
°p A (Stress Scaling Law) (€))
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ip - xi_. (Displacement Scaling Law) (8)
IP -an (Acceleration Scaling Law) 9

From (5): fp R f_ (Frequency (10)

JX_ Scaling Law)

The motion of an offshore platform struc-
ture involves bending of pipe elements which
are loaded by waves. A deep beam bending model
can then be used to derive the differential
equation which approximates the wotion of the
structure.

A deep beam 1s defined as one in which the
depth of the cross section is not conaidered
small compared with the length of the beam so
that both shear and rotary inertia effects
must be included. The forces and moments on a
beam element are showm in Figure 1. The dy-
namic equation of motion of the beam is
derived using the force and moment equations.
For small deflections and rotations, the deep
beam equation is:

4 2 2 4
AV, m 3V _ (_w-,i) v,
ax® B 52 k'ac  EI ' ax?ac?
el o' _F fg 2 %
s L (11)
EIK'AG 2¢® EI ax> EIK'AG 5,2

The deformation of the beam (V) is affected by
the following physical quantities:

Mass of beam per unit length m

Modulus of elasticity E

Moment of inertia of cross sectional area I
Time t

Beam cross sectional area A

Shear area cosfficient k'

Shear rigidity G

Radius of gyration of _beam cross section r
Load per unit length p

All these quantities can be expressed in terms
of the basic quantities of force F, length L
and time T. The corresponding dimensional
matrix will then be:

Vx mE I ¢t AK Gr p

F 00 1 10000 10 1
L 11 -2 -2 40290 -21 -1
T 00 2 00100 O0O0 O

The rank of the matrix is 3, so we must have
11 - 3 = 8 independent dimensionless groups.

1 1 [
M w22 (13) N == J= (14) 1! =2 (15)
14 2t Jz 3 E
' - ] ! - _A ' - E-
ng =K' (16) ng 2 g = 5 (18)
v LV ‘. F
ny=x (19 ng (20)

From the above dimensionleas parameters and
assuming that the wodel and the prototype mate-
rials are the game, 80 that E = E- and p_ = P

P
we have the following scaling laws:
From (14) :p =) L (Time Scaling Law) (21)

From (20) Pp - Az p-. (Force Scaling

Law) (22)

FIGURE 1 - FORCES AND MOMENTS ON A DEEP BEAM ELEMENT
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From (20) o’ =0 (Stress Scaling Law) (23)

From (19) V' - ) V.. (Displacemsnt Scaling

Law) (24)

Trom (14) a_ = -} o (Acceleration Scaling
P Law)

(25)

f_, (Frequency Scaling

From (21) f
’ » L")

1
A (26)

" The differences in the true replica model
scaling laws (equations (4) through (10)) and
the scaling laws for a real model (equations
(21) through (26)) sre easily identified. Por
both laws, the dynamic stresses in the model
and prototype are equal. If the model is to
have the same static stress as the prototype
then the following relationship must be satis-
fied:

-2
P Po 2n

Thus to ensure equal total stress in the

J model and prototype, the model density must be
; scaled and the resulting relations for the
dynamic response will be equations (5) through
(10) .
II. MODEL DESIGN AND TEST RESULTS

A. Prototype Structure Description

The offshore platform under consideration
in this study is shown in Figure 2. It con-
sists of five sublevels and is topped off with
an assumed total loading of 234 tons uniformly
diltribu't'od on the structure supported by four

". 3 "‘
3% " x Iy aain legs. Each level has 16 ° and

"
14 ¢ square and diagonal bracing respectively.
A catwalk is located on the periphery of the

”

f£1fth level. A 12.75 ¢ central pipe is lo-
cated between the first and second, and the
second and third level. Additional stiffening
is obtained from two pipes running from the
center of the second level to diagonally
opposite corners of the third level. Detailed
& structure and pipe dimensions are given in

Figure 3.

B. Model Structure Description
A scaling factor of 13.8 was selected based

on the model basin geometric and wave-making
R constraints as well as stocktubing availebility
(see Appendix I). The details of the model
platforas that has been conetructed are given in
) Figure 4 and Appendix I. The main support

" —
‘columns are 2 L 20 BW.Ga., electric resistance
welding, 1020 carbon steel tubes, the central

”

tube {s
"‘
2—- - 18 W.Ga., drawn over mandrel, 1020

:7 - 20 #.Ca. and the cross tubes are

L
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carbon stee] tubes. All tube materials are
ASTM-A513-70 standard, with minimum tensile
strength 80,000 psi., and the top plate is 35" x

5" x i steel plate.

C. Model Testing

The 1/14% offshore platform model has under-
gone several dynamic analysis tests. A 25 lbs
shaker wvas placed on a supporting structure so
that it can be attached to different points of
the model. A random input excitation as well as
a sine sweep test were conducted.

Several accelerometers wvere mounted at dif-
ferent points of the model. The response
acceleration was then recorded snd analyzed.

The power spectrum of the random input ex-
citation response and the sine sweep have
indicated the presence of a large number of
r ant freq y models. This is expected for
such a complex structure. The resonant frequen-
cies of the first five of these models are listed
on Table 1.

TABLE 1

Resonant Prequencies of Real Model (Hz)

IITI. NASTRAN BEAM MODEL RESULTS

A. Finite Element Model

NASTRAN beam finite element models were
developed for the prototype and model structures.
Fourteen NASTRAN CBAR cards were connected between
fifteen GRID points to generate a homogenized
cantilever beam model. The grid point locations
for each model are given in Figure 5, the total
degrees of freedom is 84. The mass elements that
were used for the model were CONM1l elements to
simulate the distributed mass moment of inertia
for the vertical legs of the platform, and CONM2
elements st each sublevel of the platform to
simulate the distributed mass moment of inertia
of the horizontal member array shown in FPigure 6.
The stiffness and consistent mass properties
associated with the vertical leg cross sectional
properties were generated from PBAR card data.
The stiffness calculations for moments of inertia
and cross sectional area did not include the
vertical diagonal bracing contributions, but the
mass of the vertical diagonal bracing between
levels is included as non-structural mass on the
PBAR card.
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@ 7Top plate

©® Uprignt legs

(® catwalk plate

(9) V breces

@ Upper levels
square breocing

— (§) central pipe

@ Bottom level
squUAre dbraecing -

(@ Diagonal bracing

’ FIGURE 2 - SCALE MODEL OF OFFSHORE PLATFORM
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(1)

(7
(2)

{7)
3)

\(7y

Dimensions of Segments:

7 Level 5 1 2** BN 6. 20
2. 2% - B.\. Ga. 20
3. 2% . B.N. G 20
, 4. 9/16"* - B.W. Ga. 20
Level 4
. 5. 3/4"% - B.W. Ga. 17
6. 3/4*® - B.u. Ga. 18
7. 3/4** . B.M. Ga. 18
Level 3 Materfals:
ASTM A513-70 and QQT-7-830A
4) By RYERSON
Level 2 Heights of Levels:
§ O] W 0.000
M, 2,39
}_ .Level 1 “3 4.57°
I 4 My 6.53°
.'"‘ L8 —"ﬁ Hg 8.4
' ]
|

Hrop  11.23°

Top and Bottom Widths:
LT 2.899°
L8 4.750°

FIGURE 4 - MODEL PLATFORM DETAILS FOR 13.8 SCALE FACTOR
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NASTRAN Element
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CBAR elements
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¢ 4 - LEVEL S
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]
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) 8
) 9 - LEVEL 3
) 10
11
P12 - LEVEL 2
13
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15

LEVEL 1

4

CONM 1 elements at G.P.'s 1 thru 15

FIGURE 5 - FINITE ELEMENT MODELS
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Grid Point Locations

Prototype
{1860.2)

(1704.3)
(1548.4)
(1392.4)
(1236.5)
(1080.5)
(471.5)
(862.5)
(756.2)
(634.8)
(516.1)
(396.1)
(263.6)
(132.5)
(0.0)

Model
(134.8)
(123.5)
(M2.2)
(100.9)
(89.6)
(78.3)
(70.4)
(62.5)
(54.8)
(46.0)
(37.4)
(28.7)
(19.1)
(9.6)
(0.0)
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B. Natural Frequency Results According to the ecaling laws derived in :ﬁ N
Section I for the case where Ep - z. and 0p ® l.‘. ¥
The model described in the previous subsec~ » 30
tion of this report was put into NASTRAN Rigid o fn/fp Bust be . As seen in Table 2, the ::*..'
Format 3 for a normal mode analysis using the finite element modeling of the prototype and A
Givens method of solution. fabricated (real) model indicate that there is o
considerable modeling errors {or some frequencies. !
Table 2 summarizes some of the results of However, the absolute values of the errors ob-
the NASTRAN beam model investigation. The tained from the NASTRAN results are not in \}
first 10 natural frequencies of the finite ele- agreement with the measured model fundamental .*':
ment models of the prototype are compared with frequency. .'-‘. )
the correasponding natural frequencies of the :J':
real model. ALY
)
TABLE 2 .'n'.\.
NASTRAN Beam Model Results , y
f‘l
Nat. Frequency ~ (H2) ':'\‘.'
o
U
Prototype Real Model f./f Error ;f\,
- "
2.08 25.25 12.13 -12.1% ‘
2.43 28.93 11.90 -13.72 W
'
7.98 96.40 12.08 -12.42 NN
9.93 124.21 12.50 - 9.4 ,!"
s
12.37 154.95 12.52 -9.22 et
20.80 270.84 13.02 - 5.6% b
26.25 337.68 12.86 - 6.8% \ \‘
31.23 339.44 12.93 - 6.3
34.20 412.87 12.07 -12.52 v’"
.71 533.45 15.36 +11.3% -
N

o
h
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IV. MNASTRAN SPACE FRAE MODEL

The NASTRAN beasm mode! was the Tirst ar-
tempt to get an estimate of the error 1o
satisfying the scaling laws betweer the protu-
type and the model platforms. The .umputer mode.
was simple and relatively inexpensive t.. 1w
even for long dynami. response simuiations.

As soon as the model platform was completed
though 1t became apparent that this approximate
aode! was giving results, which were off by as
much as 1002 to 3001 of the actual measured
data. For example the fundamenta. flexural
sode frequency was mesasured tu be B Hz, whije
the NASTRAK beas model predicted it to be
25 Hz Furthersore the heam mode! was verv
crude and d1d not allow evaluation of the
stresses of individual! beam members.

For these reasons, NASTRAN space !(rame
mode ls were developed for the prototvpe and
the real mode! platform (see Figure 7). Alsc,
to investigate the error introduced by taking
b = f and . = ., a NASTRAN space frame model
14 L] 14 L
of the real mode] with scaled densityv ‘e - "p
vas developed To invest.gate the error re-
sulting from nnt scaling the exact (ross
sectional geometry «f the protutvpe beams In
the real model, & NASTRAN wpace frame mode!
of & prototype scaled up from the real model
was deve ! oped

Be . ause there were a4 number of ditterent
mode] and prototvpe designs to be analyzed all
w: * the similar configuration uf four legs and
verti.al and hortzontal dlagonal bracing, a
pre-processor program (GCENER) was written to
generate NASTRAN coordinate and (onnection
cards ‘GRIDL and CBAR). The pre-processor pro-
grem wii, automatirally generate all the
connectivity ards asscciated with all the
piping ot the platform except tor the central
pipe which 1s sdded Lv hand, with the option of
connecting junciure points of the structure with
one or twe CBAR elements. Twe CBAK elements
were (onnected by platform juncture points for
this study. Individua! piping .ross sectional
area, mass, and moment of inertia properties
are included In the mode] through the NASTRAN
PBAR (ard. The grid point numbering sequence
produced by the generatar program is not banded,
s0 after the central piping and plate e¢lements
are added to the finite element model, BANDIT
is used to obtain sequenced grid point . on-
nectivity.

The results of the NASTRAN kigid Furmat 3
(Morma! Mode Analysin) computer runs are sum-
marized in Tables 3, 4, and 5. Tabhle 3 .ompares
the naturdl frequencies of the jrototvpe scaled
up from the real model, with the mode! that
has density properly scaled. Since these two
hypothetical models satisfv all the scaling laws
(equatfons (4) to (10)), the frequency ratio
relationship f.‘/fp * v, = +13.8 = 3.71 should

be satisfied with great accuracv, and as shown in
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of the rea. ;1atfore ih e (heme ®oade . 15
CYus,: Bodui. 4l Relella. Jrnheil v ~a’ . n?
all other ».aliog .#ws, fher o Plilig f e
tion 126, the frequen. . rat, t f= ‘. -
188 shouid e s8lintied Lhe wrr 1. 11 o

tirst four modes are .von thar fw per ent

Also from Tatle «, 1t ar he weer Thal 'le agi.e
ment o the Tinite viemn! sde. !l damer ta
frequenc. . A .5 Hr and the mras.le! t,ejuen

of 8 Hz {or the (onstructed rea. Scde (= oo

fabrle % (omMparFes the NASTRAM - o lra. '
quencies ¢f the real prot.alvpe wWi'l The fea:
mode] . The trequens  cat: rel. . omarty !

f 't e e 1)K e et owell e tInflien s
® P

error is o difeit res . U 0! v Sedeling  Tile
flon thal was used 16 the Fode. Sesigr s
vonstruction, that 1s, sl ¢ sl K lul iy wes
not avatiable 1 slies @i b odlre. ton » g.e from
the real prototvpe pipe stzen, the!  g.das .ol .
piping would be used . s a.ic the t Ta. 1 a»
sectional area f (e vertl a. @elmber - atid the
bending moment of inertla produied . the
vertical legs.

To o inventigate the scaliing ac v utar v ¢ the
dynami. respunseé vartables, the NAS RAN ‘injte
element models were loaded with o square pulse
force applied at node A in the v dire.tio: as
shown 1n Figure 7 to steulate a 't impact o
an offshore platform. The amplitude of the ;u.se
in FO and {ts duration ie 70. Lat 0! the atuve

mentioned finite element models was rue in
NASTRAN Rigid Vormat 9 (Transtent Kesponme  tc
obtain the displacement, acceleration and stress

at (rittcal points a8 a function o) time. For
the of fshore platform finite element mode., }
and Tn were selected 1o be 110 1Ly gnd gk
seconds, respeitivelyv.  siny the aprropriate
scaling law, equations ), (&, 12l ar 0Dy,
the following loadings 1n Tab le ¢ were . tained.
Typical dvnamic responses ot poant ¢+ o the
e~ e frame model in Figure ~ ar. s w1 oan Flgure
A nrough 13, The acceleration ir tie v direction

at point ( in Figure 7 for the real nmoede!l, the
mode ] with soaled density, and the pr.otot pe
scaled up from the real mode! are showrn gr
Figures R, 9, and 10, respectiveln The t ime
scales in these figures are sialed acoording ¢
the appropriate scaling law, and as can he seer
both the tiring and «aled magnritude  f to res-

ponse agrees excelientlv. The real mode!
avieleration should be times the sogje-up
prototyvpe . The dicpla ement s, oo wo uid e e n-
pected, a2lsc show exce llent agreenent . T

fmplication ot these results are 0 gt the finite
element models demonstrate oat ta o qling . aws
are correct.,
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Bature. Frequencies of RASTRAM space Frame Models (in Hz)

TABLE 3
"l\}tl type 5 oared g Mode| with Scaled f./fp Error
o Kesl Modes benstty (Should be /3 = 3.71)
[ 2.29 3.75 +1.02
L% 2.29 3.75 +1.02
L] 3.32 3.73 +0.52
[ 8.70 3.71 +0.0%
e 10.28 3,72 +0.2%
e 10.28 3.72 +).2%
TABLE &
Frototepe boaled 1p Peal Model f-/fp Error
from Keai Medel _(Should be X = 13.8)
b1 8.52 13.96 +1.22
Y 8.52 13.96 +1.2%
. BY 12,33 13.85 +0.3%
I Y2 32.81 14.02 +1.6%
TABLE 5
Prototype Real Model fm/fp Error
(Should be A = 13.8)
L7 8.52 11.06 -19.8%
.17 8.52 11.06 ~19.8%
1.08 12.33 13.07 -17.2%
2.51 32.81 - 5.2%
TABLE 6
Dynamic Loading Parameters
Real Real Model With
Prototype Model Scaled Density
F (1bs) 10° 5,251 5,251
1'0 (See) 1.38 0.1 0.371
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In contrast to the excellent agreement
of these three previously mentioned models,
the acceleration response of the prototype
is shown in Figure 11. As compared to
Figure 10, the phasing of the acceleration is
much in error and this is a direct result of
the difference in natural frequency response
of these two structures. Although the phas-
ing of the real and scaled-up from model
prototypes is different, the absolute magnitude
of the acceleration is close,

According to equation (7) and (23), stress
should scale equally whether density is appro-
priately scaled or not. The results were
obtained on the prototype scaled up from the
real model, the real model, and the model with
scaled density demonstrated equal stresses at
equal scaled time. A big discrepancy was obtained
again in the response of the real prototype.
Shown in Figures 12 and 13 are the bending
stresses at the outside surface of the piping at
location B in Figure 7 for the prototype scaled
up from the real model and the real prototype.
The phasing of the response is not the same
because of the previously mentioned natural fre-
quency discrepancies, but instead of equal
maximum stresses in both structures the real
prototype stress level is one half that of the
prototype scaled up from the real model. This
error is a direct result of the properties of
the piping on each structure. Shown in Table 7
are the properties of the tubing at location B
for each structure.

Since the bending stress is

«(z2)
M_—
g =2 (28)

I

[+ (D I
[+ o S
then Plreal - R fg R (29)

o, o5 Mg ( Do) ] Ip

Using the properties of Table 7 in equation (29)
yields

scaled up

°r M

;;' %3§; (30)
TABLE 7
Tubing Properties in Structures
Property

D
Distance to outside surface (—;)(m)

Cross sectional area (1n2)

Moment of inertia (1nk)
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Even though the static moments are equal
for the two structures, the dynamic moments,
M, and M, won't necessarily be the same because

of the different dynamic response of the struc-
tures. However they should be close in
magnitude and thus, from the difference in
tubing properties of the two structures, the
stress in the real prototype would be expected
to be approximately 43 percent of that in the
prototype scaled up from the real model at point
B, and this 1s in close agreement with the
NASTRAN results.

V. CONCLUSIONS

Space frame finite element models have been
used to substantiate two sets of derived scal-
ing laws for dynamic response of offshore
platforms. One set of scaling laws would be
satisfied 1f every member of the model structure
were exactly scaled down in dimensions from the
prototype structure and the model material modu-
lus was maintained while the density was
appropriately scaled up. The other set was
derived with the exact same assumptions ex-
cept that’'the prototype and model densities
are equal. The effects of the modeling dif-
ferences are that the phasing of the dynamic
response of the two different models differ by
a V) factor and that acceleration magnitudes of
prototype and model are the same when densities
are scaled, whereas, the acceleration magnitude
differ by a factor of A when prototype and
model densities are the same. With either set of
scaling laws, dynamic stresses in both model
and prototype are equal and to ensure equal
total stresses, the static stresses must be
equal which is satisfied by scaling model
density.

Two difficulties are encountered in ex-
actly satisfying the scaling laws for offshore
platforms: one is obtaining the correct model
material density and the other is obtaining
model tubing which is an exact scaled-down size
of the prototype piping. For practical scaling
ratios, the required model material density is
very high. For scaled down tubing, it is very
unlikely that the correct inside and outside
diameters can be obtained in stock sizes. Manu-
facturing the correct scaled down replica
would be prohibitively costly if not impossible

at Location B (Figure 7)

Prototype Scaled Real
Up From Model Prototype

13.8 17.0

41.1 78.3

3,783 10,832
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because of minimum gauge requirements or
buckling problems.

The best model design for an offshore
structure can only be obtained by selecting
stock tubing to satisfy scaling laws as nearly
as possible and then using finite element
modeling of the proposed model and prototype
to determine if the dynamic response of the two
satisfy scaling laws. If the proposed model
doesn't scale accurately enough then other
tubing should be selected and modeling done
until sufficiently scaling accuracy is ob~
tained.
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NOMENCLATURE

A cross sectional area

AL' Ac cross sectional area of a leg and
central pipe, respectively

a acceleration

o outside diameter of the leg

modulus of elasticity
frequency
shear rigidity

.

IO Yoy ol PN 3 ' 0 > e X YO
DRFUANOCN AN 1':‘\’.‘-'; l';_‘l‘“l‘;, ‘.51',,1 L 'hl'."'u‘.l'u, LAl ;‘J OO AL TR

gravitational constant
moment of inertia

mass moment of inertia about a leg and a
central pipe, respectively

shear area coefficient
length

center to center distance between legs of
Ith BAR element

D-N
13

center to center diagonal distance between
legs at level L

length of Ith BAR element

(o)
-

bending moment in beam

mass of beam per unit length

applied load

load pressure

lateral load per unit length of beam
radius of gyration of beam cross section
time

end shearing force

X <l n D|lO WP X

distance along length of beam
Greek Letter Symbols

angle of rotation of the beam cross
section from its original vertical
position (without shear distortion)

angle of shear distortion of the beam
cross section, B will reduce the slope
of the elastic curve of beam axis

ratio of prototype to model lenéth

dimensionless group i

density

stress
Subscripts

denotes model
denotes prototype

indicates ratio of prototype to model
quantities

APPENDIX I
Model Design

The offshore platform structure under con-
sideration for this study is shown in Figure 2
with details in Figure 3, It is a 4 pile
jacket design with a deck 155 feet above the
ocean bottom 105 feet of water. The model scal-
ing was obtained by consideration of commercially
available structural members for the model plat-
form construction.

The four legs of the prototype are made
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of 36% 0. D. x% plate pipe spaced 65'
" "

7 % apart and the central pipe is 12 %— 0. D. x
L]

*
:—- plate. The total cross sectional areas of
these members is thus

2

Ap = A(AL)P + (Ac) = 175.39 in (A.1)

P
Where AL’ Ac is the cross sectional area of the
leg and central pipe respectively.

The moment of inertia of these members
about the Z axis in Figure 6 1is

1= (Ic)p + 001, + ALk:)p - 25.064(10% 1n® (A.2)

The model bending moment of inertia is
, .
Im (Ic)m + “IL + ALkL)m (A.3)

The contribution of the moment of inertia of the
central pipe, (Ic) ,» to the total moment of

inertia of the mod®l at the bottom, I , is small
m
so it may be neglected. Substituting the scaling
I A
relationships TE = J\I', 22 = }.2 from (13) and (17)
m m

into equation (A.2) yields

244 (I_A::)m (kl. ): 22 - A(; - ) ;A.é)

But
(n). (s,
1 1 (2.2
( L)m (‘R)m Iz (dq-#di )m
) s
2, 2 :
(ao +d )
m
Therefore
2. V(12a5799.55 )2 R (6266065.29)
2 2 1 ;
i &+ dJ- ( L),
_ 1294579955 (a6)
(dz + a2 ’
() i a
215
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Equation (A.6) is used to size the model
columns and then the central pipe may be sized
to satisfy the exact scaling equation. Using
Ryerson carbon steel round mechanical tubing
2" 0. D. by B. W. Ga. 20, the properties are

- "
do 2.0 (A7)

d; = 1.93"

(AL) = 0.216 in?

(IL) - .1043 in®
m

Substituting into equation (A.6) yields
A = 13.64. for the central pipe, the properties
of Ryerson Carbon steel round mechanical tubing
"

9 3
16 0. D. by B. W. Ga. 20 are:

9"
do - Tg (A- 8)
t'li - 493"

(Ac) = 0.057 in’
m

(Ic) ~ 0.00199 in®
m

Then from (A.l) the scaling factor is:

175.39

%(.216) + .057 13.8 (A.9)

(A.10)

4 25.064(10%)

- 13.75
002 + 4 (.1043 +.216 (M) )
13.8

Thus a scaling factor of A = 13.8 is chosen for
the model.

The top deck of the platform was modeled
as a uniform thickness plate which was sized
in length according to the structural scaling
factor ) and in thickness so that the weight
is scaled according to the cube of A. Similar
scaling was done on the catwalk at level 5 of
the platform. The resulting platform model 1
shown in detail in Figure 4.
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DISCUSSION

Mr. Galef (TRW): I would think that the

loads you were mostly concerned about
would be the ones from starboard. If we
ever had that model in the water the
violation of the Froude law scaling that
you had would gseem to be completely un-
usable.

Mr. Dagalakis: The loadings that we

have is wrong from the waves, is that
the question?

Mr. Galef: VYes, that is correct.

Mr. Dagalakis:: And also from colli-

sions. Sometimes the supply ship

will collide with the offshore plat-
form. The study that we did here was
for that kind of load and occasionally
we have collisions.
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SOUND PROPAGATION THROUGH LIQUIDS IN
VISCOELASTIC CIRCULAR CYLINDERS

Richard A. Skop

Naval Research Laboratory
Washington, D.C. 20375 USA

’

The propagation of low frequency sound waves through liquids contained
in thin walled, viscoelastic circular cylinders is studied. The analysis is based on
two suppositions: (i) the sound wave propagates along the cylinder axis and has
constant properties over a Cross-section transverse to this axis; and, (ii) the
dynamic response of the cylinder wall can be calculated adequately from mem-
brame hoop thoory. The wall material is described by a general viscoelastic con-
stitutive relstion. The results predicted from this analysis are shown to be in
go0d agresment with experiments conducted in viscoelastic cylinders.

1. INTRODUCTION

The propagation of sound waves through fluids
in fexible circuler cylinders has been studied by
many investigators. Jacoby [1), Fay (2], Morgan and
Kiely [3], and Lin and Morgan [4] examined wave
propagation through fluids in elastic cylinders. Their
analyses considered only axial-radial modes of vibra-
tion and neglected the presence of fluids external to
the cylinder. The presence of external fluids was
incorporated in the work of Junger [S). Ho (6]
undertook the resolution of the further complexity
sdded to the problem by allowing anguiar modes of
vibration. More recently, Ellison and Junger (7]
have extended the general normal mode solution to
cylinders with viscoelastic walls or linings.

In this paper, we present a simplified analysis of
low frequency sound wave propagsation through
liquids contained in thin walled, viscoelastic circular
cylinders. We neglect throughout the analysis any
effects of fluids external to the cylinder. This
implies that the acoustic impedance of the external
fluid is much less than the acoustic impedance of the
contained liquid.

The analysis is based on two suppositions: (i)
the sound wave propagates along the cylinder axis
and has constant properties over a cross-section
transverse to this axis; and, (ii) the dynamic
response of the cylinder wall can be calculated ade-
quately from membrane hoop theory. The wall
material is described by a general viscoelastic consti-

i 1 0 %y 0%y ()
OISO Wty
P - d »

a7

tutive relation. The results predicted from this
analysis are shown to be in good agreement with
experiments conducted in viscoelastic cylinders.

2. FORMULATION OF THE PROBLEM

We wish to develop the equations governing low
frequency sound wave propagation through liquids
contained in thin walled, viscoelastic circular
cylinders. The liquid is characterized by its unper-
turbed density p,, unperturbed pressure p,, unper-
turbed axial velocity ¥, = 0, and adiabatic sound
speed c;. The unperturbed radius of the cylinder is
given by R.

Let us now suppose that at some location along
the cylinder a low frequency perturbation is intro-
duced into the liquid. By low frequency, we mean
that the wavelength of the perturbation is large com-
pared to the circumference of the cylinder; or,
equivalentiy, that

@ < ¢/R a)

where o is the radial frequency of the perturbation.
Under this condition, it can be assumed that the per-
turbations about the unperturbed liquid state, which
are indicated by a prime (), are essentially constant
over a transverse cross-section of the cylinder and
propagate primarily along the cylinder axis. The
equations describing this propagation are obtained, in
the sound wave limit, as [8]
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1

%, 3%
R &

4 _ ¥ mentum)
Pi ot 3y \momentum

P, = c’p; (state).

3y,

Pi Bx = 0 (continuity) (2a)

(2b)
(2¢)

Here, ¢ denotes time, x denotes distance along the
cylinder axis, and w, denotes the radial displacement
of the cylinder wall in response to the perturbation
pressure p).

. To calculate w,, we assume that the cylinder can
be treated as "locally reacting” [7]. This assumption,
which is equivalent to neglecting longitudinal Poisson
stresses in the development of thin shell theory,
. yields as the governing equation for w, the mem-
brane hoop equation [9)

azwd h
o TR

R

In this equation, p, is the density of the wall
material, & is the wall thickness, and o is the mem-
brane hoop stress in the wall. This stress is related
to the membrane hoop strain ¢, defined by

€= w;/R )

in a manner to be specified later. The validity of the
"locally reacting” assumption requires the perturba-

tion frequency to be below the ring frequency of the
cylinder or, in quantitative terms,

w < CJ/R. (s)

Here, ¢, is the speed of wave propagation in the wall
and is given by

¢g=JElp, 6)

where E is the Young’s modulus of the wall material.

In writing equation (3), we have ignored any
effects of fluids external to the cylinder. This
implies that the acoustic impedance of the external
fluid is significantly less than the acoustic impedance
of the contained liquid.

3. HARMONIC SOLUTIONS

On taking 8/8¢ of equation (2a) and substituting
for 3//81 from equation (2b) and for p; from equa-
tion (2c), an equation relating g} and w, is found as

184 2, 8w, 8
? 97 R ar ax?

- 0. )

Let us seek solutions to the above equation and to
equations (3) and (4) of the nature

ﬂ’ - P,»(x) ¢j~’
Wy = Wd(x) e/v’
o= S(x)e/~

€= g (x)e/!

(8a)
(8b)
(8¢c)
(8d)

where j = vV—1. From equation (7), W, is deter-
)

while equations (3) and (4) become

P, - - mzpthd + AS

R (10a)

& = W,R. (10b)

To proceed further, we must specify the rela-
tionship between the hoop stress S and the hoop
strain &. For a general viscoelastic material under-
going harmonic oscillations, this relationship is [10]

S=[Ew)+jE' W) an

where E’' and E” are, respectively, the storage
modulus and the loss modulus of the material. For
our purposes, it is convenient to rewrite equation
(11) as

S=E0 ()l + jAw)] 2. (12)

Here, A = E"/E’is known as the dissipation factor
or loss tangent. The quantity 8 is termed the storage
factor and gives the ratio between E‘'(w) and
E'(0) = E, the Young's modulus.

On replacing S in equation (10a) by its value
from equation (12), we find, after substituting for &
from equation (10b) and for E from equation (6),

W, (13)

2
¢d :
P;=p4h [—w’ + Fﬂ(l + ja)

This latter expression becomes, upon substituting for
W, from equation (9) and some algebraic manipula-

tion,
2p2 d2P,
[0 -2 ’: + j0A !
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The solutions to this equation can be obtained by
looking for P, (x) in the form

P ~ e/(u T as)

‘

where k*is a dimensionless wave number. We find

K=+ —2BY (16)
#-w -+ jPA

when the dimensionless parameters

R
.« o @R -&y-i an

w . .
<y hp 4¢, Cy

are introduced. We note that, in terms of these
. parameters, the upper limit imposed on the fre-
quency by equations (1) and (5) is

w* < min(y, 1) (18)

4 The two roots of equation (16) can be shown,
. by back substitution, to be

k*=+ (kg —j k") (19a)

where the real and imaginary parts, kg and &;", of
the wave number are

kS = %2 1+ 6-0"Q (19b)

1/2
+V+0-wD0P+ «mg)?l

k' - 7‘;‘—[! + 0-w')Q] (19¢)

1/2
+V1+6-D0)+ (MQ)’}

and where

- 2P y (194)
0 ®-wHl+ 000

These two roots, + and —, for k* represent damped
sound waves traveling, respectively, in the negative
and positive x directions. The dimensionless phase
speed ¢* = /¢, of the wave, where ¢ is the actual
phase speed, is given by

= 1/kp (20)

and the amplitude decrement 8 * of the wave per unit
(x/R) is ascertained as

8 = wk)/y. (20b)

For a perfectly elastic wall material, the dissipa-
tion factor & = 0 and the storage factoré = 1. We
find

142
c* - ln + 2By (21a)

-
5*=0 (21b)

which are the same as the results previously obtained
by Lin and Morgan [4].

4. COMPARISON WITH EXPERIMENT

Horne, Hansen, and Ni [11] recently have con-
ducted a series of experiments concerning sound
propagation through water contained in an acrylic
pipe. The sound waves were generated by a trans-
ducer mounted at one end of the pipe while the
other end of the filled pipe was open to air.

To model these experiments, we take the per-
turbation pressure p; at x = 0 in the form

20.1) = Pgel. 22)

Then, from equations (8), (15), and (19), the pres-
sure distribution P,(x) along the cylinder of length L
can be written as

P,(x)

= P"(x*) = cos K*x* + B sin K*". (23)
Py

Here, B is a dimensionless constant and we have
introduced the dimensionless quantities

K* = Kp - jK/. (24)

L .l L] . w’l -~

Kp = 2=k" K" = ==k,
R y R I/ y 1
" I=L/R, x*=x/L.

On making use of the boundary condition that, for
an open cylinder, the perturbation pressure must

vanish at x = L (x* = 1), Bis readily evaluated and .

we obtain

cos K*

H L2}
<in K+ 5P K*x*. (25)

P’ (x*) = cos K*°x* —

After replacing K* by its complex form and going
through some algebraic and trigonometric manipula-
tions, the modulus (or absolute value) of P is
found as

[P’ (x*)|?= %(cos 2Kg x* + cosh 2K," x*)

- —C'— (Cysin2K} x*+Cysinh2K,” x*) (268)
3
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_ ct + ¢}

(cos 2Kz x* — cosh 2K, x*)
2C} R 1

C - %sin 2K8 (26b)

Cy= % sinh 2K (26¢)

Cy= -3 (cos 2K — cosh 2K/').  (264)

In Figure 1, the pressure levels predicted by
equation (26a) are compared with some of the
experimental results from reference [11). The
experimental setup was characterized by the quanti-
ties

L=1829cm R =9525cm A =0.635cm
p; = 1.0 gm/cm?
¢ = 14859 m/s

pq = 1.18 gm/cm’
¢g = 1905.0 m/s

which yield our dimensionless parameters as
vy =078 B =9915 [=19.20.

The dimensionless frequency w*® is related to the
excitation frequency f through

@ = 3142 x 1074/

The viscoelastic properties of thé acrylic wall material
were determined by Hunston [12] who found that,

over the frequency range of interest (30 to 1000
Hz), both the storage and dissipation factors are
essentially constant and given by

0w*) =10 Aw*) =0.05.

As is evidenced from Figure 1, there is substantially
good agreement between the predicted and measured
sound pressure levels.

S. CONCLUSIONS

A simplified analysis of low frequency sound
wave propagation through liquids contained in thin
walled, viscoelastic circular cylinders has been
presented. The results predicted from this analysis
have been shown to be in good agreement with
results predicted from more exact theories for
infinitely long elastic cylinders and with experiments
conducted in acrylic cylinders.

The analysis provides a generally applicable and
tractable approach to studing the generic problem for
any type of wall material.
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DISCUSSION

Mr. Seville (Structural Dynamics
Research Corporation): Can you go into
a little bit of depth on the model
itself? 1Is it a finite element
approach?

Mr. Skop: No, you can't get an analytic
solution out of 1it.

Mr. Seville: Oh, it's just a closed
situation.

Mr. Skop: It is a closed form solution.

Mr. Seville: The impression I got from
the continuity equation is that you are
pulling in the boundary condition for
the wall into the calculation for the
pressure.

Mr. Skop: The wall was moving, breath-
ing in and out, so you have an area
change in the pipe. If you take a look
at the horn equations for a tuba or a
bugle it is a standard approximation.
The flow in and the flow out, which is
your standard continuity derivation then
it becomes affected by the area change
in the pipe wall and that is where that
term appears.,

Mr. Seville: So the wall is moving? It
is a flexible wall and the wall is mov-
ing as the wave goes by.

Mr. Skop: Yes. They are coupled to-
gether.

Mr. Getline (General Dynamics-Convair):
What was the relative hardness between
the rubber and the acrylic tubes?

Mr. Skop: The outer rubber material was
rather hard. I think the effective
speed of sound propagation was about 10
percent to 15 percent higher than the
acrylic material, and that determines
its hardness effect. It has an
effective elastic modulus of about 10 to
15 percent higher than the acrylic wall
materfal.

223

OO EIC 0 ' 4
t GO0 GO x‘.|§'t’!4t'l"'!'t’d‘t‘i"' »

RIS AL I I s

“ Mo $hy why s Avagig b oo 8"

*U.S. GOVERNMENT PRINTING OFFICE:

1981204 1-374/118

.




